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Foreword
Welcome to this edition of the INNOQ Technology Briefing. 
This time, I’d like to highlight a topic that’s especially close  
to my heart: digital sovereignty. In today’s world of rising 
nationalism, geopolitical upheaval, and international trade 
disputes, this is no longer just a matter of IT strategy.  
Long-standing technological dependencies have entrenched 
organizational dependencies – and in doing so, shifted the 
balance of power.

Europe’s digital sovereignty is more critical than ever – not 
only as a societal issue, but also as a core concern for IT.  
As power dynamics shift, technical dependencies can quickly 
become business risks, or even societal risks. That’s why it’s 
essential that we actively shape our digital autonomy.

The encouraging part: digital sovereignty can be learned –  
and it can be regained if lost along the way.

In this Technology Briefing, my colleagues share how to create 
flexibility through architecture, the opportunities presented 
by the EU Data Act, how to deploy AI systems in a sovereign 
manner – even locally and on your own infrastructure –  
why custom software can deliver a competitive edge, and how 
pragmatic data governance supports these efforts.

My sincere thanks go to the authors of this Technology  
Briefing and to all colleagues who supported them. I hope you 
find the articles both insightful and thought-provoking.

Phillip Ghadir
Managing Director, Principal Consultant
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IT leaders in Europe increasingly 
face questions about whether 
geopolitical developments – such 
as data protection disputes or 
trade conflicts between the EU 
and the US – threaten the viabili-
ty of US cloud services. The risks 
range from price increases and 
legal uncertainties to potential 
usage restrictions.

CIOs must not only ensure func-
tional IT operations but also 
proactively assess external risks. 
This article demonstrates how 
enterprise architecture methods 
can help identify risks early and 
develop viable alternatives.

Managing  
Geopolitical Risks   

with Enterprise  
Architecture
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Data Protection 
US cloud services have consistently raised concerns for European com-
panies regarding data protection. Agreements like Safe Harbor, Privacy 
Shield, and the current Data Privacy Framework have temporarily pro-
vided legal foundations – but have faced regular legal challenges. With 
the upcoming change in US administration in early 2025, the current 
agreement stands on uncertain ground. The access of US authorities to 
European users‘ data remains particularly problematic.

Competition Law 
The EU regularly imposes substantial penalties on US corporations such 
as Meta, Apple, Microsoft, and Google for competition violations. These 
companies now seek political support from the US government – poten-
tially further straining trade relations and affecting service pricing or 
availability. 

Four Realistic Scenarios of Geopolitical Impact
Before examining specific effects on European companies, let‘s consider 
possible scenarios.

Risks and Necessary Measures 
The current geopolitical landscape poses significant risks – particularly 
financial and regulatory. Companies should act proactively by identifying 
existing dependencies on US cloud services, evaluating alternatives, and 
preparing robust exit strategies.

Excessive dependency can constrain options and increase costs. Enter-
prise architecture methods provide the key to creating necessary trans-
parency and developing well-founded action plans.

Challenges with  
US Cloud Services

Scenario 1: Collapse of the Data Privacy Framework 
A legal termination of the agreement is plausible, though  

not immediately anticipated. While penalties during any transition  
period seem unlikely, the legal instability suggests companies should  

question and document how US services access personal data.

Scenario 2: Price Increases 
Price increases by US providers are highly probable – whether resulting  

from penalties, political pressure, or strategic customer retention.  
To mitigate price increases and maintain options, companies should identify  

alternatives for their current services early.

Scenario 3: Discontinuation of Services 
This scenario is unlikely, as major US providers will likely prioritize  

their business interests. Nevertheless, it remains conceivable in case  
of severe escalation. If a service is discontinued, having an established  

exit strategy with alternative providers becomes crucial.

Scenario 4: No Changes 
This represents the most stable scenario, where services continue uninterrupted 

and prices develop predictably – but this isn‘t grounds for complacency. Strategic 
architecture work should ensure change remains possible and prevent excessive 

dependencies.
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Architecture Assessment in Context 
 
If EA tools like LeanIX or ardoq are already implemented and processes for tracking 
external dependencies are established,  a good portion of information can be captured 
and visualized automatically. However, these approaches are often complemented by 
manual or semi-automated methods:

• Structured surveys and interviews with business and IT departments
• Review of existing documentation and interfaces
• Contract analyses to identify external software
• Use of SaaS discovery tools
• Code reviews and API gateway monitoring

Crucially, services must be recorded granularly (e.g., not just “AWS,” but “AWS EKS,” 
“IAM,” “S3,” etc.) and linked to: 

• Data objects with GDPR classification
• Business capabilities (e.g., CRM, HR, Supply Chain)

A technical or manual mapping of this interconnected information enables visualiza-
tions such as service-to-capability or risk matrices. This comprehensive foundation 
supports subsequent prioritization of critical dependencies and development of action 
plans.

Enterprise Architecture (EA) serves as a critical tool to address identified 
risks of US cloud services systematically and develop appropriate meas-
ures. As the link between IT, business processes, and corporate strategy, 
EA is ideally positioned to create transparency about dependencies and 
develop actionable options.

Central Questions: 

1.  Which US services are used for what purposes and  
what alternatives exist? 

Including assessment of switching costs and migration effort. 

2.  What personal data is processed by US services?

 Crucial for GDPR compliance, especially if the Data Privacy  
Framework becomes invalid.

Role of  
Enterprise Architecture
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Risk Matrix: US Cloud Dependencies*
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Risk Matrix: US Cloud Dependencies*

Prioritization and Evaluation 
With a complete overview, key questions and criteria can be 
assessed:

• What is the probability of a specific risk occurring  
(e.g. service discontinuation or price increase)?

• Which business capability is affected?
• Are viable European alternatives available?
• What is the migration effort required?

Assessment results can inform roadmaps or target architec-
tures to plan targeted changes – prioritized by criticality and 
focused on core processes.

A well integrated tool can incorporate process models and 
corporate goals, enabling evaluation of dependencies at both 
technical and strategic levels. A central strategic question be-
comes: Which organizational goals are jeopardized by current 
dependencies?

*Risk Matrix: Scenario 2 carries the highest external risk when US cloud services are used.
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Business Capabilities & US Cloud Services**

Conclusion
Digital sovereignty represents not just a theoretical concept 
but a tangible competitive factor. Identify your risks early and 
plan viable alternatives.

This approach provides price advantages, strengthens your 
negotiating position, and protects company assets.

Enterprise Architecture creates the necessary transparency 
for informed decision-making.

*Critical US Cloud Services and Their Alternatives by Business Capability (Example)

Operations

AWS EC2

Microsoft 365

Miro

US-Cloud-Services Alternatives

OVH

Nextcloud Office

Conceptboard Critical dependency
Moderate dependency
Low dependency
Potential replacement

Legend:

Procurement
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In an era where digital systems form the backbone of our economy and society,  
control over one‘s digital future is increasingly becoming the focus of strategic  
decisions. For many technology decision-makers in German-speaking regions,  
this is not just a political or regulatory challenge, but a fundamental task with 
far-reaching implications for software architecture work. It‘s about preserving  
and expanding the capability for digital agency – a crucial aspect in times of global 
uncertainties and growing dependencies on a few, often non-European technology 
providers.

As someone who comes from software development and now operates at the intersection of  
technology, organization, and business strategy, I see digital sovereignty as a fundamental paradigm 
shift that directly impacts our daily architectural decisions. It is a strategic imperative that extends  
well beyond mere compliance.

Digital Sovereignty:   
Why Architecture  
Matters and How to  
Make Your Company  
Resilient 
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The „Cloud Shift“:  
Managing Digital 

 Dependencies Through  
Architecture

Perhaps the most visible dimension of digital sovereignty in the  
corporate context is the “cloud shift” – the conscious examination of  
dependency on cloud providers. Many companies have migrated their  
IT infrastructures to large, global clouds in recent years to benefit from 
scalability and innovation speed. This step was and often remains appro-
priate, but it also entails risks that directly influence architecture:

• Vendor Lock-in: Strong ties to specific services and proprietary APIs 
make switching providers significantly difficult. The costs and effort 
for a potential migration can reach prohibitive levels, severely limiting 
a company’s strategic flexibility.

• Supply Chain Risks: Modern software constitutes a complex network 
of components, services, and libraries. Insufficient transparency about 
this supply chain can expose unexpected security vulnerabilities or 
dependencies on uncontrollable third parties.

• Regulatory Uncertainty: New legislation such as the Digital Opera-
tional Resilience Act (DORA), the Network and Information Security 
Directive 2 (NIS-2), and the EU Data Act create new frameworks for 
resilience and data handling. These regulatory developments require 
precise architectural adaptation to ensure compliance and minimize 
risks.

10
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This is where software architects become essential: Software architecture is the pivotal point for address-
ing these dependencies. It’s about making deliberate decisions that enable not only technical excellence 
but also strategic sovereignty:

Architectural Levers for  
Greater Digital Sovereignty
1. Creating transparency  

in the software supply chain   
(Software Bill of Materials – SBOMs):

• The challenge: It is often unclear which external 
libraries, frameworks, and third-party services 
are used in our applications. This lack of trans-
parency represents a significant security risk and 
a vulnerability for sovereignty. 

• The architectural approach: Establish process-
es for automated creation and maintenance 
of Software Bill of Materials (SBOMs). These 
detailed inventories of all components enable 
early identification and assessment of supply 
chain risks. Architects should consciously consid-
er the origin and maintenance of components 
and promote solutions with minimal external 
dependencies. Principles such as Self-Contained 
Systems (SCS), which minimize the scope of 
external dependencies per building block, gain 
importance here.

 
 
 

2. Data sovereignty through  
 smart data management concepts:

• The challenge: Control over one’s own data is 
fundamental to digital sovereignty. Where is 
our sensitive data stored? Who has access? And 
what happens if we want or need to change 
cloud providers?

• The architectural approach: Develop multi-cloud 
or hybrid cloud strategies that allow data to 
be stored where it makes the most sense from 
legal and strategic perspectives. This may mean 
keeping particularly critical data on-premise or 
relying on European data centers. Implement-
ing robust end-to-end encryption, anonymizing 
data, and applying privacy-by-design principles 
are essential. Domain-Driven Design (DDD) helps 
define clear bounded contexts for sensitive data 
and precisely control their flow and storage. It’s 
about protecting and controlling your company’s 
“crown jewels” – your data.

3. Promoting abstraction and  
platform independence:

• The challenge: Strong integration with pro-
prietary services of a hyperscaler can make 
switching to alternative infrastructure extremely 
expensive and time-consuming. This reduces 
negotiating power and flexibility.

• The architectural approach: Rely on open stand-
ards, interfaces, and abstraction layers. Use 
container technologies such as Docker and 
Kubernetes, which enable greater portability of 
applications across different infrastructures. Ar-
chitectures based on microservices or self-con-
tained systems further support this flexibility, 
as individual components can be more easily re-
placed or migrated. The goal is not to completely 
eliminate dependencies, but to reduce them to a 
strategically acceptable level and manage them 
deliberately.

 

 
 

4. Open source as an engine  
 for innovation and sovereignty:

• The challenge: Proprietary software is often 
a “black box.” Its functionality and potential 
vulnerabilities remain non-transparent, creating 
complete dependence on the provider.

• The architectural approach: Where sensible 
and secure, prefer open-source solutions. Open 
source offers transparency, auditability, and the 
possibility for in-house development or custom-
ization. This strengthens technological sover-
eignty, promotes knowledge building within the 
company, and reduces dependence on individual 
providers. Architects must address the chal-
lenges of open source, such as maintenance and 
support, and actively participate in community 
development where strategically advantageous.
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The Role of Software Architect 
as “Sociotechnical Architect”  
of Digital Sovereignty
The challenges of digital sovereignty make it clear that the role of the software architect is fundamen-
tally evolving. They are no longer just technical designers, but sociotechnical architects who must under-
stand not only technical feasibility but also organizational, legal, and business implications and incorpo-
rate them into architecture.

• Understanding of context: A deep understanding 
of business requirements, regulatory frame-
works, and geopolitical realities is essential for 
making well-founded architectural decisions.

• Communication and collaboration: The ability to 
make complex technical decisions understand-
able and to work with stakeholders from legal, 
compliance, and management is crucial. Ap-
proaches such as Team Topologies and Fast Flow 
Principles help optimize communication paths 
in organizations and strengthen alignment with 
business values.

• Risk management: The ability to identify and 
assess risks related to dependencies, data 
protection, and supply chains, and to propose 
architectural measures to mitigate them, is a 
core competency.

• Agility and adaptability: In a rapidly changing 
landscape, architectures must be designed to 
remain adaptable and responsive to new re-
quirements. This applies to technical innovations 
as well as to changing regulatory or geopolitical 
conditions.

Conclusion: A Sovereign Look into the Future
The increasing complexity of the digital world, coupled with new regulatory 
requirements and geopolitical realities, makes digital sovereignty a central 
topic for technology decision-makers. It is more than just a buzzword; it is 
a strategic imperative that makes your company more resilient, capable of 
action, and future-proof.

The course for this sovereignty is significantly set in software architecture. 
By consciously making architectural decisions – from transparency in the 
supply chain to smart data management to promoting abstraction and 
open source – you create the basis for controlled and flexible digital de-
velopment. It’s not about isolating yourself, but about actively managing 
dependencies and regaining control where it matters most.

Michael Plöd
INNOQ
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A Governance 
Framework  
for Digital  
Sovereignty
In an increasingly connected world where digital infrastructure forms the backbone 
of our economy and society, the topic of digital sovereignty is gaining more and more 
attention. For decision-makers in German-speaking countries, this goes far beyond 
merely selecting a cloud provider. It’s about strategic agency, resilience, and the abili-
ty to actively shape one’s digital future. This article explores how a robust governance 
methodology can help organizations not only understand digital sovereignty but also 
put it into practice – without sacrificing convenience or innovation.

Digital Sovereignty: A Multi-Layered Concept
Digital sovereignty is often reduced to whether data is stored in European data 
centers or whether software originates from European vendors. While important, 
this view is far too narrow. Digital sovereignty is a multidimensional concept that 
reaches deep into operational and strategic decision-making. It influences not just 
the technological landscape, but also has far-reaching implications for internal  
governance and staffing – both internal employees and external contractors. 

At its core, companies must ask: Who has control over our critical digital assets and 
processes, and when? This control goes well beyond technical concerns – it encom-
passes legal, organizational, and personnel dimensions. For example, when working 
with internal teams or external service providers, companies must clearly define 
which responsibilities they are delegating and which they intend to retain. That calls 
for a precise definition of responsibilities and clear boundaries.
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Defining and Delimiting Responsibilities: The Key to Control
An effective governance methodology for digital sovereignty starts with clearly assigning and defining 
responsibilities. It’s essential to identify which parts of the digital value chain are critical to operational 
agility and where dependencies exist. Key considerations include availability, data protection, information 
security, and strategic relevance.

Key elements of accountability mapping: 

• Defining domains and ownership boundaries: Organizations should divide their business processes  
into clearly defined domains. Each domain should be assigned to one or more accountable units  
(e.g. teams or departments) responsible for digital sovereignty within that scope. These domains  
may take the form of self-contained systems or services, designed for high autonomy and therefore 
greater controllability. 

• Clear interfaces and contracts: When delegating responsibilities – whether to internal teams or  
external partners – interfaces and related service-level agreements (SLAs) and contracts must  
be precisely defined. This is especially true for aspects like data storage, access rights, auditability,  
and exit strategies. 

• Ongoing review and audit: One-time responsibility definitions aren’t enough. Continuous review and 
auditing are necessary to ensure that boundaries are upheld and the desired level of sovereignty is 
maintained.

Vendor Management with Sovereignty in Mind
Vendor selection is a critical lever in shaping digital sovereignty. Beyond evaluating functionality and cost, 
companies should implement vendor classification schemes that explicitly account for sovereignty.

Possible classification criteria: 

• Strategic relevance: How essential is this vendor’s product or service to your core business and future 
innovation? The more strategic the role, the more control and scrutiny are required.

• Resilience: How well can the vendor withstand geopolitical shifts, cyberattacks, or natural disasters? 
Review their infrastructure, security practices, and contingency plans.

• Compliance and jurisdiction: Does the vendor meet regulatory requirements like GDPR, DORA,  
or NIS-2? Pay close attention to data location and legal jurisdiction.

• Supply chain transparency: What are the vendor’s own dependencies? Where are their components 
and services sourced?

• Vendor lock-in: How easily can you switch providers or move the service in-house? 
Favor open-source tools and open standards where possible.

• Transparency and auditability: Is the vendor transparent about their processes 
and governance practices? Are third-party audits permitted?

These assessments should be updated regularly – not just during onboarding.  
Procurement workflows can be enhanced with checklists and scoring models that 
reflect these dimensions.

Wardley Mapping as a Strategic Tool 
Wardley Maps offer a way to visualize digital value chains and the evolution  
of their components – from early-stage innovation to commodity status.

How Wardley Maps help inform sovereignty strategy: 

• Highlight dependencies: Identify which cloud services, software, or infrastructure 
you rely on – and how these pieces interconnect. This makes sovereignty-relevant 
dependencies more visible.

• Assess risk: By evaluating maturity and commoditization levels, you can  
identify potential lock-in risks and areas where alternatives are limited. Mature, 
commoditized components typically pose fewer sovereignty challenges.

• Surface alternatives: The map may reveal viable European or open-source alter-
natives – such as GAIA-X, Matrix protocol, Nextcloud, STACKIT, or OVHcloud – 
that offer more control.

• Support strategic decisions: Decide which components to build in-house,  
buy off-the-shelf, treat as commodities, or replace with European vendors.  
This also includes decisions around operating services internally or using  
managed offerings.

• Enable stakeholder communication: Visualizing your tech stack and its evolution 
helps communicate strategic considerations across both technical and non-tech-
nical stakeholders.
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From Strategy to Execution
Implementing a sovereignty-conscious IT strategy goes beyond technical changes.  
It involves cultural, organizational, and structural transformation.

Organizational steps:
• Establish a sovereignty board: Form an interdisciplinary team – IT, legal, procurement,  

business units – to oversee sovereignty requirements and guide strategic decisions.

• Empower domain teams: Increase autonomy and accountability so teams can make  
sovereignty-conscious decisions in their domain.

• Build internal capabilities: Reduce external dependencies by investing in internal expertise –  
technical, legal, and operational.

Technical practices:
• Make intentional architectural choices: Design for resilience, portability,  

and autonomy from the ground up.

• Use open source and open standards: These reduce vendor lock-in and  
increase flexibility.

• Implement multi-cloud or hybrid strategies: Diversifying across providers  
mitigates dependency risks.

 

Cultural shifts:
• Raise awareness: Educate teams across the org on why digital sovereignty matters.

• Encourage experimentation: Create space to try European or open-source  
alternatives and share learnings.

• Commit to continuous learning: Sovereignty is not a one-time goal –  
it’s a moving target. Stay adaptive.

Final Thought
Digital sovereignty isn’t a “nice-to-have.” It’s a strategic necessity.
Organizations that take control of their digital ecosystems position 
themselves to be more resilient, more agile, and better prepared for 
future challenges. A clear governance model – one that incorporates 
accountability mapping, vendor risk management, and strategic planning 
tools like Wardley Maps – can provide the structure needed to make that 
happen.

Michael Plöd
INNOQ
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What Has the EU Ever Done for Us?

...well, aside from free movement, no roaming charges,  
consumer protection, the single market, Erasmus, and more.  
But also: excessive bureaucracy, slow decisions, overregulation 
down to the much-mocked bottle cap – a favorite symbol for 
anyone blaming Europe for every innovation shortfall..

The next issue likely to stir up emotions is the EU Data Act 
(Regulation (EU) 2023/2854)1. It will have strategic  
significance for European companies – and for anyone  
wanting to do business in the EU.

In 2025, most cloud infrastructure in the EU runs on  
U.S.-owned platforms. AWS, Azure, and Google Cloud  
dominate much of European enterprise IT – deeply embedded, 
sometimes by choice, sometimes seen as an emerging risk.2  

Switching providers is a technically challenging, expensive,  
and often unrealistic undertaking.

This is exactly where the parts of the EU Data Act we’ll look 
at more closely come in: tackling cloud lock-in and Europe’s 
dependence on U.S. hyperscalers.

Let’s be clear: regulation is coming, and it will require effort – 
especially from the big players. But that’s not our focus here. 
We want to look at the potential benefits of the Data Act, 
leaving the inevitable LinkedIn bottle cap analogies to others.

The Beginning  
of the End  

for Cloud  
Monoculture?

EU Data Act: 
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From Federation to Concentration: 
Where It Went Wrong
The internet was originally envisioned as a network 
of many computers, run by many different actors – 
technically decentralized, open, and federated.  
For a time, companies ran their own infrastructure, 
operating data centers, servers, and networks – 
not out of choice, but because there was no real 
alternative. The rise of hyperscalers and their all-in-
one offerings shifted the focus: less time on  
operations, more on business features.

The public cloud has become the standard – driven 
not only by operational simplicity, but by offerings 
attractive to both startups and large enterprises: 
inexpensive to begin with, scalable, and immedi-
ately accessible. While costs are often precisely 
itemized, they remain difficult to predict intuitively. 
Today, few organizations build everything in-house, 
in part due to a lack of the necessary expertise.

The Price of Convenience
Today, three U.S. providers dominate the Europe-
an cloud market: AWS, Azure, and Google Cloud. 
Many companies have used them for years because 
they’re powerful, quick to deploy, and well integrat-
ed. Vendor lock-in was often a conscious trade-off.

Even when companies initially relied on open stand-
ards or well-known open-source products, pro-
prietary services tend to creep in over time. AWS 
Lambda, Google’s BigQuery, or Azure App Services 
are convenient – but hard to replace once woven 
into the architecture. Switching is possible in  
theory, but rarely realistic: it’s complex, and the 
effort is hard to gauge.

Even with services like Amazon S3 – often seen as 
portable thanks to numerous S3-compatible im-
plementations – lock-in can come from a different 
source: the pricing model. Moving large amounts of 
data incurs high egress fees, often enough to make 
switching economically unrealistic.3 

 

From Lock-in to Exit-ready – Europe’s 
New Mandate
This is exactly where the EU Data Act comes in. 
One of its aims is to reduce dependence on individ-
ual cloud providers by setting binding rules, backed 
by sanctions.4 It requires providers to ensure in-
teroperability and to remove technical barriers to 
switching.

Lock-in through proprietary formats, incompatible 
APIs, or deliberately vague migration paths should 
no longer be legally possible. Under Article 23, exist-
ing barriers must be removed.5

Once the technical requirements for migration are 
met, providers must keep switching costs low – and 
from January 12, 2027, waive them entirely.6 

For many decision-makers, this may be perfect 
timing. The new U.S. administration initially stirred 
unease, and near-total dependence on U.S. hyper-
scalers suddenly felt like a real risk.

Even in 2027, not all APIs will be portable and not 
all systems interchangeable. But anyone launching 
new services today should ask: How tightly is this 
tied to the platform’s proprietary features? Are 
there realistic migration paths? The Data Act will 
mandate interoperability, but how much of it you 
can use later will depend heavily on the architectur-
al choices you make now.
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When Infrastructure Becomes Portable – 
New Options Emerge
In the medium to long term, the new requirements 
could prove a real advantage for regulated compa-
nies in particular. Financial regulators have long  
demanded that exit scenarios be prepared both 
technically and organizationally7 – something 
difficult to achieve until now, partly because key 
capabilities were missing on the provider side. The 
EU Data Act changes this: providers must make 
switching both technically feasible and economi-
cally viable. For CTOs, that means when switching 
becomes possible, exit readiness and standardized 
interfaces return to the agenda – not just as theo-
ry, but as concrete architectural choices.

Multi-cloud strategies could also become more 
achievable. Problems that today stem from inter-
faces, incompatibilities, or limited portability should 
be easier to solve in the future. For POs, that 
means provider switches or hybrid deployments 
could not only be technically feasible, but viable for 
the roadmap.

Anyone now tasked with implementing Data Act 
requirements should see it as more than just a 
compliance exercise. The same technical founda-
tions can be used to create meaningful internal 
data products – real value, not just something that 
looks good on paper.

This also affects governance : if switching providers 
becomes not only allowed but enforceable, procure-
ment processes, contract terms, and exit rules will 
need to be rethought – even at the CIO level.

Maybe the EU Data Act will not only reduce lock-in, 
but also help European cloud providers like IONOS, 
OVHcloud, or Open Telekom Cloud become more 
than just footnote alternatives, now that switching 
is easier.

 
 
 
 

Many technical details of the Data Act remain  
unsettled. What exactly counts as “raw data”?  
Who decides if a provider is truly switchable? 
Germany’s implementation law still exists only as 
a draft from the previous government. Some re-
quirements won’t take effect until 2027; others 
are awaiting clarification. But anyone who waits 
now risks missing the chance to design systems for 
future flexibility – without last-minute, panicked 
rebuilds.

tl;dr – Now, Next, Action8 
Identify Cost Drivers and Explore Alternatives
Over the years, many cloud services have become 
entrenched parts of the system landscape – of-
ten for economic and technical reasons, but rarely 
with any thought to switchability, since changing 
providers faced too many practical barriers. Now 
is a good time to expose major dependencies and 
cost drivers, and assess whether alternatives could 
make sense in the medium term. The EU Data Act 
creates, for the first time, a regulatory framework 
that makes such evaluations realistic.

Review Cloud Contracts for Barriers to Switching
Many existing contracts contain clauses that make 
switching providers later difficult – such as restrict-
ed data access, unclear exit terms, or exclusive use 
of proprietary formats. The EU Data Act strength-
ens customers’ position and is expected to give 
them more power to challenge such barriers when 
they effectively block switching.

 
 

Important Dates:
• January 2, 2024:  

EU Data Act / Regulation (EU) 2023/2854  
takes effect. 

• September 12, 2025: 
– The EU Data Act becomes applicable.
– Chapter IV9 governs abusive contractual 

terms relating to data access and use  
between companies; these provisions apply 
immediately to all new contracts.

– Chapter III10 outlines the duties of data hold-
ers when required by Union law to share data; 
these obligations apply from this date to all 
newly enacted laws containing such require-
ments.

• September 12, 2026: All connected products and 
their associated services must comply with Arti-
cle 3(2).11 Users must be clearly informed before 
signing a contract about the data that can be 
generated – its type, format, scope, real-time 
availability, storage location and duration, ac-
cess rights, deletion options, and the technical 
means and terms of use that apply.

• September 12, 2027: Chapter IV12 also applies 
to contracts signed on or before September 12, 
2025, if they have no end date or run at least 
until January 11, 2034.

Daniel Bornkessel 
INNOQ

1  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854  
2  https://www.senat.fr/compte-rendu-commissions/20250609/ce_commande_publique.html
3  https://assets.publishing.service.gov.uk/media/67976c3acbd1e3a508a22c74/Appendix_Q_2.pdf
4  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#art_40 
5  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#art_23
6  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#art_29 
7  https://www.bafin.de/SharedDocs/Downloads/EN/Merkblatt/BA/dl_181108_orientierungshilfe_zu_auslagerungen_an_cloud_anbieter_ba_en.pdf
8  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#art_50
9  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#cpt_IV
10  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#cpt_III
11  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#art_3
12  https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202302854#cpt_IV
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The Democratization 
of IoT Devices

Data Inventories in the EU Data Act: 

Starting in September 2025, the EU Data Act (Regulation (EU) 
2023/2854) will require companies that collect or process data from 
connected devices to maintain comprehensive data inventories.  
A data inventory is a structured, systematic overview of the data 
resources generated through the use of connected products. What 
may initially appear to be additional bureaucracy reveals genuine 
strategic potential for business users upon closer examination:

• Transparency across all IoT and machine data
• Legally compliant use of this data  
• Control over sharing with partners or service providers

Modern data principles can help organizations meet legal requirements.  
Data literacy and a culture of data-driven work are the foundations for turning  
EU Data Act regulations into tangible organizational advantages.
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What obligations do I have as  
a data-holding company? 
This article exclusively evaluates the impact of the 
EU Data Act primarily from technical and organ-
izational perspectives; it cannot and should not 
replace legal advice. Nevertheless, the most im-
portant aspects of the regulation regarding data 
inventories will be explained to provide an easily 
understandable, fundamental overview.

The EU Data Act has implications for all manufac-
turers of connected products. A connected product 
is defined as a physical device connected to digital 
systems via the internet or other networks that 
can continuously generate, receive, or exchange 
data. Examples include production machinery and 
smart commercial vehicles. The legislation also  
covers providers of digital services that comple-
ment such products by using the products‘ data. 
Small and medium enterprises with fewer than  
50 employees and revenue under ten million euros 
are exempt, unless they are part of a larger player‘s 
supply chain.

Any information generated during use, such as sen-
sor data, telemetry, diagnostic data, and metada-
ta, must be captured and described in a structured 
data inventory. This allows those who generate 
the data  to request and process it. Access must 
be provided in machine-readable format without 
unnecessary barriers and in a non-discriminatory 
manner via an API or download platform.

Devices and services must be developed so that 
later data access is technically possible, secure, and 
efficiently implementable. Interfaces, formats, and 
access concepts should therefore be considered, 
planned, and documented from the outset – not 
only when users demand them. What should be 
accessible later must be planned that way from the 
start.

At the same time, the effort required for provision 
is legally limited. Companies are not obligated to 
develop new systems or take technically and eco-
nomically unreasonable measures solely to enable 
data access. Data provision is only required when 
technically available and accessible in common  
formats. Elaborate reconstructions, special for-
mats, or reverse calculations are not required.

Please note the following: The GDPR takes prece-
dence over the Data Act when it comes to personal 
data.  An appropriate legal basis (e.g., consent or 
contract) is still required for processing or sharing 
this type of data.

How you handle your own data deter-
mines how much effort is required.
Modern approaches to data handling, such as data 
mesh architecture, can help implement EU Data 
Act requirements efficiently and robustly.

In a data mesh architecture13 responsibility for  
provision and data quality lies where data  
originates. Data is not merely considered an asset 
but rather a product. In a data product catalog, 
development teams maintain a directory of the 
data they generate or process – the perfect  
foundation for the data inventory. Instead  
of central IT bottlenecks, domain teams are  
responsible for their own data products. The  
data inventory is not a pure compliance document 
but an (automatically generated) part of the  
data product. If I already have a well-maintained 
data product catalog, the additional efforts  
for creating the data inventory will likely remain 
minimal.

Another trend in data governance is data con-
tracts14, which are frequently, but not exclusively, 
used in combination with data mesh. The core 
idea of data contracts is that data usage is based 
on agreements rather than assumptions. A data 
contract defines not only the technical structure of 
a dataset but also its business meaning, validation 
procedures, and responsibilities. It encompasses 
more than a pure interface description. This fulfills 
the central requirements that the EU Data Act 
places on a data inventory. Additionally, it provides 
added value in the form of automated validation, 
versioning, monitoring, and testable interfaces. 
These are essential for any scalable data provision. 
If I already use data contracts, I can derive my data 
inventory from them relatively easily.

Regardless of whether it involves data mesh, data 
contracts, or something else, it is essential to clear-
ly delineate between technical and legal ownership 
when determining responsibility. For instance, a 
data product owner is ensuring  the technical qua-
lity and comprehensibility of the data, while a legal 
data owner is liable for legally compliant provision 
and release.

Companies that implement data mesh, data con-
tracts, and clear ownership transform the data 
inventory obligation into a robust data platform.

The Data Mesh Manager ma-
kes data products discover-
able and accessible across 
domains in the data market-
place – a practical example 
of a modern, user-oriented 
data product catalog 
(Source: entropy-data.com)
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Regaining data sovereignty –  
opportunities for IoT device users
Currently, many operators receive their generat-
ed machine data only at a high premium or not at 
all. This leaves efficiency and innovation potential 
untapped. The EU Data Act aims to change this by 
enabling and thus democratizing the use of data 
from data-holding companies’ silos.

Specifically, the Data Act enforces fundamentally 
free and, where technically feasible, continuous 
access for users of connected devices to their data. 
Data-holding companies are obligated to offer 
their customers the data in a common technical 
format for their own AI, maintenance, or analysis 
purposes. A data inventory makes transparent 
what data is available and how to access it.

Non-personal data may, in principle, be freely pro-
cessed by the using company. This also applies to 
their own optimizations or new products, as long as 
no trade secrets or economically sensitive infor-
mation of the providing company or its technology 
partners are disclosed or improperly used.  

Much stricter restrictions apply to third parties to 
whom a company shares data. For example, they 
are not permitted to use the data to design a com-
peting connected product. This is also a legitimate 
reason for refusing to release data.

As is evident, the EU Data Act opens significant 
opportunities for companies that use connected 
products. The resulting usage data can be system-
atically retrieved and analyzed in the future – for 
example, to optimize processes, products, or invest-
ment decisions. Data should already form the basis 
for business decisions today. The Data Act creates 
the opportunity to systematically expand and  
refine this foundation.

However, this doesn’t happen automatically:  
data-driven work requires appropriate organiza-
tional and technical structures–and must be  
an integral part of corporate culture. Employees 
need data literacy to meaningfully interpret and 
responsibly use data.

Approaches like the data mesh architecture and 
data contracts mentioned in the previous section 
can help promote these competencies and cultur-
al structures by making internally and externally 
obtained data available, usable, and understanda-
ble. However, targeted measures are also required. 
These include  building tool competency, providing 
continuous training, and actively promoting a cul-
tural shift toward data-driven work.

By the way, the sovereignty strengthened by the 
Data Act doesn’t only affect the use of connected 
products. Switching cloud providers should also be 
facilitated through clear rules for data portability, 
interoperability, and contract terms. 

Learn more about this in Daniel Bornkessel’s article “EU Data Act: 

The Beginning of the End for Cloud Monoculture?“ in this issue of the 

INNOQ Technology Briefing. 
 

Conclusion: Structure brings sovereignty
Data inventories are more than just a compliance 
obligation. Proper implementation provides  
transparency across all IoT and machine data, 
enables shorter innovation cycles through reliable 
interfaces, and creates competitive advantages 
through data-driven business models. 

Those who structure gain control.
Those who standardize gain connectivity.
Those who create structures for data-driven work 
early become more independent from manufacturers 
and thus strengthen digital sovereignty.

Stefan Negele
INNOQ

13   More on Data Mesh architecture can be found at www.datamesh-architecture.com.
14   You can also find more information on Data Contracts at www.datacontract.com.
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Digital transformation brings both challenges and opportunities for business-
es. To create future-proof and flexible IT infrastructures, more and more  
companies are adopting multi-cloud or hybrid cloud strategies. This isn’t  
just about cost reduction, but also about aligning innovative services from  
different providers with regulatory requirements - particularly in the area  
of data protection.

This article shows how targeted integration strategies can help you leverage the benefits of 
multi-cloud to optimize your existing infrastructure, reduce technical dependencies, and ensure 
long-term business success.

Many companies face significant challenges when integrating on-premises systems with cloud 
platforms - especially when introducing new infrastructures organizationally and technically. 
These transformations have typically been accompanied by major hurdles, particularly regarding 
the organizational and technical management of new cloud infrastructures. An ill-considered 
strategy shift carries risks: it can jeopardize transformation projects and tie up valuable resources.

Rather than replacing existing strategies, it makes more sense to strategically expand the cloud 
infrastructure by integrating multiple providers. For example, combining US and European cloud 
providers can ensure companies access to innovative services while maintaining compliance with 
regulatory requirements - such as data protection. This creates a flexible, future-proof platform 
that meets both business and technical requirements.

The Path to  
Heterogeneous 

Cloud Platforms
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API-Only Integration:  
The Simple Solution for Modular Systems 
This integration variant is particularly suitable for systems that are 
modular at the application level, such as microservices or Self-Contained 
Systems (SCS). In this approach, the logic is implemented in a separate 
system. Depending on complexity, this can be achieved by developing  
a microservice or a completely new SCS.

API-Only Integration is the simplest type of integration, as it doesn’t 
require a direct network connection via VPN between the systems in-
volved. APIs can be called over the internet and protected by appropriate 
security measures. This reduces infrastructure requirements and enables 
flexible connection between the components involved.

Deployment is also straightforward, as the respective deployment mech-
anisms of the cloud providers can be employed directly. A significant 
advantage of this variant is its flexibility: API-Only Integrations enable 
access from European clouds to US-based services and vice versa.

API-Only Integration is an excellent choice for modularly structured 
systems that require high agility and flexibility. It offers a simple way to 
connect independent services. However, companies should ensure that 
API integrations are robust against latency and security risks, especially 
with sensitive data or longer network routes. This is precisely where  
Data-Only Integration comes in, focusing more on data storage and  
special regulatory requirements.

At first glance, the necessary steps and technologies for using multiple 
cloud providers may seem complex. But the good news is: most ap-
proaches and tools already exist and are partly provided directly by the 
cloud providers. Nearly all providers offer services to efficiently connect 
an on-premises network with the cloud - the same solutions can also be 
used to build networks between different cloud providers.

Since network connectivity between cloud providers as a central techni-
cal prerequisite poses no significant challenge, the question becomes: 

How can applications and data be integrated into  
a heterogeneous cloud infrastructure in a business- 
compliant and regulation-compliant manner?

Below, we examine two different strategies - API-Only Integration and 
Data-Only Integration - that can help you seamlessly align technical and 
regulatory requirements.

Fundamentals of Multi-Cloud 
Connection: The First Step  
Toward Integration
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Strategy Comparison: Both Strategies at a Glance 
The choice of the appropriate integration strategy depends heavily on 
your company’s requirements. Ideally, both approaches can be combined 
to efficiently and flexibly meet both technological and regulatory require-
ments.

Data-Only Integration is ideal for quickly and flexibly adapting existing 
systems to new requirements - such as storing sensitive data in a spe-
cific region. In contrast, API-Only Integration is excellent for integrating 
new systems or legacy systems that are being migrated to a modern 
architecture.

I strongly advise against artificial division into isolated systems, as this 
can cause additional complexity and potential problems. A clear and  
targeted strategy is crucial for success.

The following table provides an overview of the two types of integration 
and their characteristics:

With this overview, you can better assess which strategy - API-Only or 
Data-Only - makes sense for your specific use cases. It’s important that 
you establish a clear direction for your integration strategy and avoid 
unnecessary complexity.

Data-Only Integration:  
The Challenge of Multi-Cloud Data Management  
A Data-Only Integration requires special prerequisites and 
considerations. Before implementation, it must be verified 
whether temporary storage of data in a third-party system, 
e.g., for technical reasons such as caching, is permissible. Po-
tential impacts on quality objectives must also be evaluated, 
as VPN tunnels tend to be slower than a dedicated line. Cur-
rently, no cloud offers a dedicated line to another cloud. The 
connection must also be built redundantly to avoid outages.

With this variant, the focus is on where the data is stored. It 
allows flexible response to requirements, such as the manda-
tory storage of sensitive data in a European cloud. Addition-
ally, this method facilitates later migration of the application 
to another cloud environment. Another use case is when a 
necessary service is available in the US cloud but is not (yet) 
offered in a European cloud.

Unlike API-Only Integration, Data-Only Integration avoids un-
necessary division of the application into multiple deployment 
units, which would bring additional complexity (such as strict 
deployment sequences or distribution of the data model). 
Instead, only the data storage is implemented in the European 
cloud, while the components with application logic operate in 
the US cloud. Since database access represents critical inter-
faces that directly affect quality objectives, a stable network 
connection is essential. While secure direct connection of da-
tabases over the internet is technically possible, it carries high 
security risks.

Various approaches are available for implementing data stor-
age from another cloud, depending on the technology used 
and requirements for performance, availability, and policy on 
temporary data storage. For example, entire databases can 
be operated in a different network with a different provider. 
This represents a simple solution but can lead to performance 
losses that can be mitigated through caching or the use of 
read instances.

 
 
 

 
 
Another possibility is the use of “remote 
tables” in supporting database systems. 
Here, only a specific part of the data 
model - such as tables with sensitive 
data - is outsourced to another cloud. 
This approach is transparent to the 
application and limits potential latency 
problems to a small part of the data 
model.

The implementation of this variant 
requires more effort in deployment due 
to dependencies and technical require-
ments. Solutions such as “Infrastructure 
as Code” (IaC) and support from a ded-
icated platform team are crucial here. 
They enable seamless integration of 
external data storage into the existing 
infrastructure. Some US cloud providers 
even offer extensible IaC solutions to 
provision resources in foreign environ-
ments, thus minimizing complexity.

Feature API-Only Integration Data-Only-Integration

Objective Integrate cloud providers through  
exposed APIs.

Store data across multiple  
cloud providers.

Architectural Fit Well-suited for modular environments 
such as microservices or self-contained 
systems (SCS).

Designed for systems that require 
data residency in another cloud;  
also useful when preparing for cloud 
migration.

Limitations Risk of unnecessary system fragmen-
tation if there’s strong dependency on 
a single cloud vendor.

Data protection requirements and 
quality targets (e.g., latency, availabili-
ty) must be carefully managed.

Deployment Uses the native technologies of each 
cloud provider.

Integrates external resources through 
Infrastructure as Code (IaC).
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Final tip:
Start with a pilot project. Select an application or 
service with manageable risk to gain initial experi-
ence with the heterogeneous cloud infrastructure. 
Then scale based on the insights gained. With  
a step-by-step approach and clearly defined 
framework conditions, you will succeed in imple-
menting a successful and adaptable cloud strategy. 

Once you successfully integrate two cloud provid-
ers, the next step toward incorporating additional 
providers becomes straightforward - especially for 
companies looking to future-proof their cloud strat-
egy. A key strategic advantage arises from the fact 
that while European cloud providers individually of-
ten have a more limited service portfolio than large 
US providers, together they can cover a similar  
diversity. While one provider excels with advanced 
AI services, another offers strong solutions for  
classic runtime environments.
 
 
 
 
 
 
 

 
Through a multi-cloud strategy, companies can 
selectively combine the best services from differ-
ent providers, not only to maximize technological 
breadth but also to implement a cost-effective 
solution. This significantly reduces business de-
pendency (“vendor lock-in”) on a single provider 
while providing the flexibility to respond to regula-
tory requirements or market changes.

Besides technological optimization, the multi-cloud 
strategy also allows optimization of overall costs: 
competition between providers opens up addition-
al room for cost-effective design of your platform 
without compromising functionality.
 
With a successful multi-cloud strategy, you lay the 
foundation for a resilient, scalable, and adaptable 
IT infrastructure that meets the changing require-
ments of your company - at technical, regulatory, 
and economic levels.

Philipp Beyerlein
INNOQ

Conclusion and Recommendations 
Integrating multiple cloud providers into a heterogeneous platform 
offers companies enormous opportunities to address both tech-
nical and regulatory requirements. The two integration strategies 
presented - API-Only Integration and Data-Only Integration - open 
up flexible possibilities for adapting existing systems and efficiently 
designing new solutions in a hybrid architecture. The key points can 
be summarized as follows:

• API-Only Integration enables fast and modular connection be-
tween cloud services and is ideal for new and migrated systems. 

• Data-Only Integration offers an effective way to adapt data 
storage to legal requirements and flexibly extend systems with-
out unnecessary division. 

• Both approaches can be combined to efficiently achieve both 
technical and organizational goals.

A clear and well-thought-out plan is the key to successful  
implementation. However, avoid unnecessary complexity, such  
as dividing closed systems, as this can increase development,  
maintenance, and operational costs.

1. Analysis of your applications 2. Evaluation of providers 3. Segmentation of services 4. Planning the integration: 5. Involvement of a platform team

Identify which applications are 
affected and assess their depend-
ence on specific cloud services.

Determine which European cloud 
provider offers the best services 
for your requirements. Pay par-
ticular attention to compliance 
with legal requirements, such as 
data protection.

Consider which services or data 
can be migrated to a European 
cloud and which must remain in 
their existing environment.

Based on your analysis, decide 
where API-Only or Data-Only 
integrations can be best imple-
mented. Conduct a feasibility 
assessment that considers per-
formance, security standards, and 
latency.

Ensure you have an experienced 
team that can use “Infrastructure 
as Code” (IaC) to ensure seamless 
integration and efficient deploy-
ment.

Where you should start:  
To make getting started 
easier, begin as follows:



Digital Sovereignty

26

In the context of IT system landscapes, digital sovereignty is often 
equated with autarky – complete independence from third parties. 
By that logic, a company developing and operating  all applications 
in-house would be the ultimate example of digital sovereignty. But 
does this idea really hold up?

Achieving  
Digital  
Sovereignty  
with Standard  
Software
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A thought experiment:    
Let’s imagine two companies – specifically two 
IT consulting firms – with very different strategic 
orientations. Company A wants to be completely 
independent and builds its entire IT landscape in-
house: from time tracking to invoicing to knowledge 
management. No dependencies, everything under 
its own control. Company B pursues the opposite 
strategy: it wants to act quickly in the market, 
invest no time in custom development, and relies 
exclusively on off-the-shelf standard components. 
A complete ERP suite from a major vendor is there-
fore its choice.

Which of these companies is truly sovereign?  
Looking more closely, you quickly realize: neither. 
Company A has boxed itself in through its autarky 
– resources are overloaded, responsiveness is prac-
tically non-existent. Company B sits in the “golden 
cage” of its vendor – every change costs time, mon-
ey, and freedom. Both have hardly any real room 
for manoeuvre in the market.

Digital sovereignty therefore does not mean au-
tarky. It means remaining capable of action: be-
ing able to consciously decide at any time where 
standard solutions suffice and where individual 
developments are necessary to strengthen the own 
business model.

 
Simply put, this isa trade-off between resource op-
timization (through the use of standard software) 
and autarky. The sweet spot of capability lies in the 
middle – and has to be consciously balanced.

But that is not all: even a planned mix of standard 
software and in-house development can fail if this 
“best-of-breed” approach is not guided by clear 
architectural guardrails (macro-architecture)15 into 
a maintainable and extensible system-of-systems. 
Without these guidelines, there is a risk of creating 
an opaque patchwork of inconsistently integrated 
standard software components that can hardly be 
maintained or extended – thus again creating an 
inability to act.

We therefore need clear rules for the planning and 
integration of standard software. We want to 
examine both aspects below: first, how companies 
can decide where custom development or standard 
software makes sense through structured meth-
ods. Then, how a macro-architecture can guide the 
use of standard software in such a way that de-
pendencies are reduced and capability is preserved.

To use standard software sensibly, you first need 
transparency about your own IT landscape. The 
goal is to understand precisely which functional 
capabilities a company needs, which of these are 
strategically crucial, and where efficiency through 
standardization can take priority. This creates a 
solid decision-making foundation: where do we de-
velop in-house – and where do we rely on standard 
software?

The first step is creating a map of functional ca-
pabilities, often called a Capability Map16. It shows 
which building blocks – from customer processes to 
internal administrative functions to industry-spe-
cific core processes – the company needs and how 
they‘re connected along the value chain.

To develop this map, combining two proven ap-
proaches makes sense: TOGAF18 as a framework 
provides the strategic structure, terminology, and 
phase models, while Domain-driven Design (DDD)19 
with practical tools like Event Storming20 or the 
Domain Modeling Starter Process21 helps work out 
the functional relationships in detail and together 
with domain experts. Additionally, Domain Story-
telling interviews22, analysis of existing systems, 
and industry-standard reference models offer 
valuable insights.

The result is a hierarchical Capability Map that 
organizes the identified capabilities and visualizes 
them along the value chain. It forms the founda-
tion for making well-informed decisions: where 
custom development is worth pursuingbecause it 
strengthens the company’s differentiation, and 
where we choose to rely on standard solutions to 
gain speed and efficiency?

Strategic Planning:  
Where Standard  
Is Most Appropriate
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The figure “Capability Map” shows (abbreviated) 
how a Capability Map could look in detail for an 
IT consulting firm (based on ArchiMate). Along 
the defined Value Stream17 from “Acquire Project” 
to “Close Project,” the required capabilities are 
arranged hierarchically. This makes it easy to see 
which capabilities are relevant across entire value 
creation process.

The evaluation of these capabilities is done using 
proven methods such as Wardley Maps23, DDD 
“Core-Domain-Charts”24 or strategic workshops. 
It’s important to reflect on the maturity level, stra-
tegic importance, and desired market differentia-
tion of each capability.  

This allows you to identify three groups:  

Core Capabilities: Areas where we must be better 
than the market – here, custom development is 
worth the investment.

Supporting Capabilities: Supporting functions that 
are important but not differentiating – standard 
software is often the best fit here.

Commodity Capabilities: Interchangeable areas 
where efficiency is the priority – standard software 
is the preferred approach here.
  

Aquire Project Initiate Project Deliver Project Close Project

IT Consultancy Value Stream

IT Consultancy Capability Map

Project Aquisition
Management

Opportunity
Management

Proposal
Development

…

Project Initiation
Management

Project 
Setup

Contract & Compliance 
Management

…

Project Delivery
Management

Project Execution
Steering

Time & Effort
Tracking

Project Cost
Management

…

Project Closure &
Client Develeopment

Project 
Evaluation

Knowledge
Management

…

Project Aquisition
Management
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In our IT consulting example, the capability  
“Time & Effort Tracking” is classified as Generic, 
while “Project Execution & Steering” is considered 
Core because it directly influences value creation 
in customer projects. “Time & Effort Tracking,” 
however, follows largely standardized processes 
and offers little differentiation potential, making 
standard software standard software the logical 
choice here.

This analysis results in a make-or-buy strategy that 
determines for each capability whether it should be 
developed internally or handled by standard solu-
tions. A color-coded Capability Map (e.g., blue for 
custom development, green for standard software) 
creates transparency and serves as a central man-
agement tool for further planning.

This creates an IT landscape where standard 
software is purposefully deployed where it creates 
freedom – and custom development takes place 
where it delivers the greatest added value. This is 
the first step toward using standard software not 
randomly, but deliberately and with sovereignly.

Model
Complexity

G
E
N
E
R
I
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SUPPORTING

CORE

High

Low

Low HighBusiness Differentiation

Contract &
Compliance

Management

Time & Effort 
Tracking

Project Setup

Project 
Evaluation

Project Cost 
Management

Proposal
Development

Opportunity
Management

Project 
Execution &

Steering

Knowledge
Management

The decision of where to deploy standard software 
is only the first part. Equally important is how this 
standard software is integrated. Without clear ar-
chitectural specifications, even the smartest make-
or-buy strategy can quickly result in a confusing, 
difficult-to-change patchwork.

This is why a macro-architecturer15 is needed: over-
arching guidelines that apply to all systems – re-
gardless of whether they’re custom developments 
or standard products. This architecture limits itself 
to a manageable number of central topic areas 
while ensures that there are common standards 
at the crucial interfaces. This creates homogene-
ity within a heterogeneous system-of-systems: 
individual systems can be developed or replaced 
independently without destabilizing the overall 
landscape.

This is especially essential when deploying stand-
ard software. Integration guidelines must ensure 
that coupling between systems remains as loose 
as possible to enable vendor switches when needed 
without major effort. In practice, asynchronous, 
event-driven architectures25 have proven effec-
tive patterns because they decouple systems and 
enable flexible responses to changes. According-
ly, companies should ensure that, when selecting 
standard software, it includes suitable APIs and 
ideally already publishes events independently –  
for example, via webhooks.

A common mistake is directly forwarding pro-
prietary data structures to other systems. This 
creates dependencies that are difficult to resolve, 
making later vendor switches extremely expen-
sive and risky. Instead, incoming data should be 
transformed into company-specific formats via 
wrappers. While this initially increases integration 
effort, it reduces long-term complexityand facili-
tates reusability.

Finally, when selecting central integration com-
ponents – for example, the event broker – it’s 
important to ensure they’re based on open and 
standardized formats. Proprietary protocols at this 
critical point would again create a dependency for 
the entire system that is difficult to remove. An 
open, ideally open-source-based approach protects 
long-term independence.

  

Architectural  
Guardrails for  
Greater Freedom
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Standard software is indispensable for remaining 
capable of action. It enables focusing resources on 
areas where real differentiation emerges. But only 
when its use is deliberately planned and guided 
by clear architectural guidelines does a company 
remain sovereign in the future.  

The path there consists of three steps: 
  
1.  Create transparency through a Capability Map 

that makes functional building blocks visible. 

2.  Make make-or-buy decisions that clearly deline-
ate where standard software makes sense and 
where custom development remains necessary.

 
3.  Define integration guidelines that secure long-

term freedom of actionwith open architecture 
and loose coupling.

This way, standard software becomes not a shack-
le  but a tool of sovereignty.

Stay the sovereign of your IT, even with  
standard software.

Conclusion:  
Sovereignty as  
a Balancing Act

Arne Landwehr
INNOQ
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(Software System)
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dumb pipe to transmit domain messages

For our IT consulting example, this results in an 
implementation that processes the internal events 
from the purchased standard software for “Time 
& Effort Tracking” via an adapter and sends them 
to the central event bus (e.g., implemented with 
Apache Kafka). The self-developed solution for 
“Project Execution & Steering” can then listen to 
“Time Tracked” events and generate forecasts for 
the respective manager – without direct dependen-
cy on the standard software vendor.  
 

This keeps integration flexible, and new or changed 
systems can be connected with relatively little 
effort.

With these rules, a framework emerges that  
seamlessly integrates standard software into  
the IT landscape without limiting capability.

15 Macro-architecture: https://www.innoq.com/de/articles/makroarchitektur/  
16 Capability Map: https://pubs.opengroup.org/architecture/togaf9-doc/arch/  
17 Value Stream: https://www.scaledagileframework.com/value-streams/  
18 TOGAF: https://www.opengroup.org/togaf  
19 Domain-driven Design (DDD): https://www.domainlanguage.com/  
20 Event Storming: https://www.eventstorming.com/  
21 Domain Modeling Starter Process: https://ddd-crew.github.io/ddd-starter-modelling-process/  
22 Domain Storytelling: https://domainstorytelling.org/  
23 Wardley Maps: https://wardleymaps.com/  
24 Core-Domain-Charts: https://kalele.io/dddesign/  
25 Event-driven architectures: https://martinfowler.com/articles/201701-event-driven.html
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AI should be viewed as a new foundational technology similar  
to electricity, the internet, and the steam engine. Foundation  
Models – the technological basis for ChatGPT, Claude, and other 
AI systems – are becoming essential infrastructure for business 
processes and innovation. These models are often still called Large 
Language Models, but their versatility and countless use cases 
make them the general-purpose technology of our time. Yet Europe 
faces a stark choice: either use Chinese models that refuse to  
answer questions about Tiananmen Square or rely on US models 
that could become geopolitical leverage tools at any time.

Between  
Tiananmen 
and Trump

The  
Sovereignty  

Gap: 

Digital Sovereignty
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Foundation Models as a New Foundational Technology 
Foundation Models are pre-trained AI models that serve as the foundation for  
specialized applications. They process not only text but also images, audio, and vid-
eo. The principle on which they are based (the Transformer architecture) also works 
well with molecular structures26, demonstrating their remarkable range.

The dimensions of European dependency are sobering. While the US “Stargate”  
project mobilizes $500 billion, Europe’s efforts appear modest: The EU has in-
creased its investments to €200 billion – with €20 billion for “AI gigafactories” – 
but these sums pale in comparison to actual needs. Meta trains Llama 4 on over 
100,000 H100 GPUs, computing power simply unavailable in Europe.  
The reason: Europe has yet to produce its own hyperscaler. These past failures  
are now exacting their bitter price.

The Chinese Alternative: Performance 
with Political Filters 
DeepSeek demonstrated with its R1 model that 
frontier models don’t necessarily require training 
on gigantic data volumes. With approximately 
$6 million, its predecessor model V3 achieved top 
performance – a fraction of Western investments. 
The innovation combines Reinforcement Learning 
with Test-Time-Compute. In Reinforcement Learn-
ing, the AI learns through rewards and penalties 
– receiving automated feedback for correct and 
incorrect answers without human intervention at 
each step. Specifically, the model was taught to 
follow a “thinking process” before giving a final 
answer and to output this process. Test-Time-Com-
pute means: instead of embedding all intelligence 
upfront during training, the model “thinks” longer 
for complex questions – like a human who allocates 
more time for difficult problems. This architecture 
efficiently shifts computational work from expen-
sive pre-training to the more cost-effective infer-
ence phase.

Alibaba’s Qwen family pushes boundaries further: 
While Qwen3 itself isn’t multimodal, Alibaba offers 
sophisticated multimodal models including  
Qwen2.5-VL (Vision-Language), Qwen2-Audio, and 
Qwen2.5-Omni. Qwen3 stands out as the first  
Chinese hybrid reasoning model, seamlessly switch-
ing between quick responses and deeper analysis. 
In July, they launched Qwen3-Coder, a coding-fo-
cused model family that’s highly competitive. Other 
Chinese labs have released equally impressive mod-
els with exceptional agentic performance  
(Z.ai’s GLM 4.5, for example). But there’s a catch: 
Ask about June 4, 1989, in Beijing, and you’ll hit 
a wall. This built-in censorship isn’t a bug – it’s a 
feature.

32
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Europe’s Options: Between Pragmatism 
and Vision 
The small Gallic village Mistral demonstrates 
what’s possible – and where the limitations lie. The 
French company offers specialized solutions like 
Document AI for document analysis (an impor-
tant use case in a continent with heterogeneous 
digitalization status) and Devstral for software 
development. Their general-purpose models Small 
3 and Medium 3 reach GPT-4 levels for some tasks. 
However, they lack parity in multimodal frontier 
models and reasoning capabilities. While Mistral in-
troduced the Magistral model in two sizes as a rea-
soning model in early June 2025, it still lacks mul-
timodality – unlike OpenAI, Anthropic, and Google. 
Additionally, Magistral doesn’t appear to be state-
of-the-art. Another concern: Mistral Cloud’s data 
processing agreements don’t completely exclude 
routing through the US.

However, DeepSeek’s efficiency revolution shows 
that success isn’t solely about training on enor-
mous data sets with partially unclear usage rights. 
DeepSeek’s R-Zero experiment – a model trained 
exclusively through Reinforcement Learning – 
wasn’t practical as a laboratory precursor but indi-
cates more efficient development paths. The final 
R1 combines innovative architecture with advanced 
training methods.

The American Dilemma:  
Apparent Openness 
Meta’s Llama 4 perfectly illustrates the problem. 
Advertised as “open,” the license explicitly excludes 
EU users – allegedly due to regulatory hurdles from 
GDPR and the EU AI Act. This justification masks 
Meta’s real message: Europe’s data protection 
standards make Europeans second-class digital 
citizens.

To compound matters, there’s the benchmark scan-
dal: Meta used a specially optimized version of Lla-
ma 4 for well-known leaderboards that isn’t public-
ly available. This practice further undermines trust 
in American “openness.” But realistically, Meta’s 
reputation in this area was already questionable.

Under the Trump administration, the situation is 
intensifying. AI technology becomes a bargaining 
chip, with export controls for AI chips serving as 
political pressure tools. The businessman in the 
White House understands leverage – and Europe’s 
dependency provides ample opportunity.

August brought the bombshell: OpenAI released 
a semi-open reasoning model family in two sizes 
(20B and 120B), matching the performance of their 
closed o4-mini. The larger variant runs on a single 
Nvidia H100 GPU at impressive inference speeds. 
And it ships with an Apache 2.0 license. This could 
be the holy grail for European enterprises. And 
frankly, there’s little to dispute that. Semi-open 
model development is even explicitly encouraged in 
the US Administration’s “America’s AI Action Plan.” 
Still, you have to wonder – where’s the catch?

Recommendations 

Immediate measures: Develop an AI strategy that considers various scenar-
ios. Critical applications can be based on European or self-hosted models. 
The air-gapped deployments discussed in the briefing ON PAGE X offer ad-
ditional control. For less sensitive areas, international solutions can be used 
– with clear awareness of the dependencies. It’s crucial to stay current with 
the rapidly evolving state of the art, which for now will continue to come 
from the US and China.

Medium-term strategy: Invest in in-house AI competence. Waiting is not an 
option – while you hesitate, competitors are building valuable experience. 
Use available European models to develop expertise. Not every applica-
tion needs a frontier model. AI affects everyone and everything, and must 
therefore be in the hands of employees.

Long-term vision: Actively support European AI initiatives. The DeepS-
eek numbers prove that a European frontier model is technically feasible. 
What’s missing is political will and coordinated implementation. Apply 
pressure – as individual companies and through industry associations.

The analogy to electricity extends further than expected. Just as Europe 
had to secure its energy independence in the 20th century, digital sover-
eignty is now at stake. The alternative – choosing between censorship and 
geopolitical blackmail – cannot be in our interest. The DeepSeek R1 mo-
ment should serve as a wake-up call: Europe must act now, before depend-
ency becomes irreversible.

Robert Glaser
INNOQ
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Consider this scenario: Your organisa-
tion has integrated AI tools into critical 
business processes, your legal team has 
carefully reviewed data processing agree-
ments, and your IT department has con-
figured systems to comply with GDPR 
requirements. Then, a foreign court issues 
an order that overrides all these protec-
tions, requiring your AI provider to indef-
initely retain data that should be deleted 
– including potentially sensitive corporate 
information shared by your employees.

 
 
 

This scenario became reality in May 2025, when a 
US federal judge ordered OpenAI to stop deleting 
output data from ChatGPT, requiring the com-
pany to preserve all output log data. For users, 
this means any sensitive information shared with 
OpenAI’s systems could remain stored indefinitely, 
creating potential vulnerabilities for profession-
als in sectors like law, healthcare, or finance. The 
order affects hundreds of millions of users glob-
ally, demonstrating how quickly external depend-
encies can transform from strategic assets into 
uncontrollable liabilities. This illustrates why AI 
sovereignty has moved from theoretical concern to 
board-level risk.

On-Premise LLMs  
as Drivers of  
Competitive  
Advantage

Think Locally: 
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Europe’s Narrow Window  
of Opportunity 
When ChatGPT arrived in November 2022, it did 
more than answer questions – it put artificial intel-
ligence on everyone’s lips. Its underlying large-lan-
guage models let AI tools converse with human-like 
fluency. ChatGPT shook up the software industry 
despite its penchant for ‘hallucinations’ – the indus-
try’s euphemism for inventing facts. From startup 
pitches to enterprise updates, every new product 
now boasts some form of AI.

US and Chinese LLM providers dominate the mar-
ket of AI technology. This raises challenges for EU 
firms. The quality of AI models’ output depends on 
the quantity and quality of data fed as input. Priva-
cy-minded businesses frown upon the prospect of 
uploading their sensitive corporate data or intellec-
tual property to servers outside their jurisdiction. 
EU regulation such as GDPR further constrains 
transfers of personal data.

German Aleph Alpha illustrates the challenges the 
European LLM developers face when trying to com-
pete with overseas providers. The firm raised over 
€500m in funding but pivoted away from model 
development to AI consulting services in 2024. As 
CEO Jonas Andrulis explained to Bloomberg: “Just 
having an European LLM is not sufficient as a busi-
ness model”.

 
 
 
 
 
 

Despite the hurdles, European LLMs providers offer 
a competitive advantage that EU organisations 
cannot afford to ignore. French Mistral caters to 
the continental privacy-savvy clientele. Their mod-
els run on the firm’s European infrastructure, alle-
viating the compliance headaches around shipping 
sensitive data overseas. Moreover, their training 
sets include extensive multilingual European ma-
terials. That allows them not only to produce more 
culturally aligned output, but also have a better 
command of the bloc’s linguistic diversity, including 
abilities to translate. Lastly, the producers’ domi-
cile in Europe makes them fall under EU’s environ-
mental legislation, enabling customers to expect 
sustainability reporting and thus make informed 
choices when running the energy-hungry models.

The Hidden Price of Hosted AI
While the AI services hosted by European provid-
ers do address a number of concerns of business-
es worried about dependence on overseas firms, 
certain risks remain unhedged. Consider the finan-
cial angle. LLM providers have been struggling with 
costs of keeping their models running. As reported 
by The Economist, a magazine, OpenAI lost an es-
timated $5bn in 2024, with no profitability in sight. 
The cost of running more complex models, such as 
OpenAI’s o3, that invest copious processing power 
to generate their answers, shortens the runway.  
 
 

 
 
 
 
 

The LLM firms’ ability to fund their growth by con-
tinuous recruitment of new investors is bound to 
wane, and with it their ability to provide their ser-
vices at a loss. Should they decide to shift the costs 
to their clients, the hitherto affordable hosted AI 
tools might become a significant contributor to the 
customers’ cloud-services bills.

European businesses have been valued customers of 
US digital platforms. In their report from April 2025, 
Asterès, a consultancy, reckons EU firms spend ca. 
€264bn annually on cloud expenses with American 
providers. Authors of the report reckon the sum at 
1.5% of European GDP, and to be comparable to the 
EU total energy import bill, estimated at €376bn in 
2024.
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Open Weights, Open Doors 
Open-weights LLMs offer a compelling alternative. 
OpenAI and Anthropic keep their models as closely 
guarded secrets. The models’ weights – billions of 
parameters that determine how neural networks 
process and generate text – are not public. On the 
other hand, open-weights models can be down-
loaded and used on hardware that is not controlled 
by the model’s manufacturer.

LLM providers release their open-weights models 
under varying terms and conditions. Meta, Face-
book’s parent firm, used to restrict the applica-
bility of the early versions of LLaMa to scientific 
or private purposes. The United Arab Emirates’ 
Technology Innovation Institute has released Falcon 
models under permissive terms, enabling nearly 
unlimited commercial usage. Mistral has published 
open-weights models under both restrictive aca-
demia-focussed and laissez-faire licenses.

Local deployment of open-weights models enables 
organisations to maintain data within their own 
infrastructure while retaining control over mod-
el versions and updates. Leading open-weights 
models like Meta’s Llama 4 perform competitively 
in many benchmarks, though deployment requires 
additional technical expertise and infrastructure 
investment.

Organisations can leverage powerful hosted mod-
els for development and prompt optimisation, then 
deploy these refined workflows on local infrastruc-
ture for production scenarios where data sover-
eignty is critical. This approach balances competi-
tive performance with regulatory compliance and 
strategic control.

The availability of models’ weights enables new 
usage scenarios that are not possible in the case 
of hosted alternatives. Consider three aspects: the 
ability to host the model on the hardware of your 
choice; amenability to customisation and speciali-
sation to particular business needs; and full control 
over the flow of sensitive data the models process.

Hosting AI on Your Terms
Start with the flexibility of hosting. Open-weights 
models, unlike, say, alternatives provided by Ope-
nAI, are compatible with both enterprise servers 
and commodity laptops. The hardware platform 
must fulfil certain needs, e.g. have GPU chips with 
a sufficient amount of memory. Once hardware 
requirements are satisfied, firms are free to run 
models on the platforms of their choice, subject to 
licences that govern models’ usage.

That enables a wide choice of environments in 
which businesses might install their AI tools. Those 
can range from servers, either in the cloud or in 
cellars of corporate headquarters, to developers’ 
workstations and laptops. Recent hardware ad-
vances – e.g. Apple’s ARM-based systems – and 
improvements in memory efficiency thanks to 
techniques such as quantisation – i.e. compression 
of weights – make LLMs compatible with a wide 
spectrum of platforms.

Now consider the second aspect. Open-weights 
models are amenable to the process of “fine-tun-
ing”, that enables their users to further align them 
with particular needs. The tuning process can cus-
tomise the model to enhance it with domain-spe-
cific specialist knowledge, adjust to cultural norms 
or corporate nomenclature, and embed busi-
ness-specific facts or data. While more expensive 
than modifying prompts, fine-tuning can lead to 
the creation of models specialised for the needs of 
particular business domains. 

Furthermore, they might address risks caused by 
biases embedded in models by their creators, as 
discussed on page (see Robert Glaser’s article in 
this issue).

Thirdly, running open-weights LLMs locally allays 
an entire dimension of risks involved with hosted AI 
tools. All data, be it intellectual property, person-
ally identifiable information, or financial records, 
remain in the corporate network and hardware 
throughout the operation. In the case of LLMs 
running on software engineers’ devices, the entire-
ty of the interaction with AI tools happens on the 
device and no data leave the workstation. That 
strengthens the case for local LLMs in the light 
of constraints set by GDPR and the complemen-
tary EU AI Act[^Bommasani et al., „Foundation 
Models under the EU AI Act”, _Stanford Center 
for Research on Foundation Models_, 2024.]. The 
May 2025 court order requiring OpenAI to preserve 
user conversations – despite privacy laws and user 
deletion requests – illustrates the jurisdictional risk 
that local deployment eliminates.

Users in fields with strict compliance requirements 
– e.g. DORA or NIS-2 – might find the air-gapped 
quality of local LLMs compelling. Precise control 
over deployment, updates, and versioning of both 
the models and the supplementary data sets used 
for tuning enables stricter monitoring, controlling, 
and auditing capabilities. That leads to compli-
ance without sacrificing the ability to innovate and 
experiment.

Moreover, the usage of local LLMs changes the 
cost structure. Instead of perpetual fees for the 
usage of hosted models, businesses deploying their 
own AI tools can do it on their own appropriately 
sized hardware. In the case of developer worksta-
tions, the laptops with the right capabilities might 
already be in the inventory. Early adopters will have 
time to develop in-house expertise with regard to 
running and potentially fine-tuning their LLMs, re-
ducing their risk of a lock-in by providers of hosted 
solutions.

Digital Sovereignty
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The True Cost of Going Local
Locally deployed models do come with a new set of 
costs that prospective users must take into ac-
count. While perpetual fees are reduced, the up-
front expense for hardware in the case of in-house 
deployment, along with the need to train qualified 
staff with operating and maintaining new technol-
ogy, pile up quickly.

As of May 2025, Apple’s laptops with ARM chips 
powerful enough to run local models start around 
€2,000. Corresponding NVIDIA GPUs that can 
be fitted into software developers’ workstations 
start at €1,500. Hourly rental of a top-tier NVIDIA 
H100 GPU is €2–7, adding up to ca. €1,400–5,000 
per month of continuous usage. High demand has 
sustained the retail unit price at €20,000–30,000. 
Buyers need to take into account operational ex-
penses around energy and maintenance.

Instead of going for one of the extremes, firms will 
benefit from exploring deployments combining 
strengths of on-site hardware and rental capacity. 
A shared cluster of smaller GPUs and laptops will 
likely provide sufficient processing power for typi-
cal daily demands. Expensive computational tasks, 
such as periodic fine-tuning of new models, is likely 
best executed on a powerful chip rented from a 
domestic provider. This saves costs by eliminating 
underutilised resources.

Models hosted on-premises require qualified and 
sought-after employees to configure, maintain, 
and troubleshoot deployed LLMs. On top of that, 
businesses must incorporate the costs of IT secu-
rity and the training of staff who will interact with 
models. Firms looking to hedge that risk enter part-
nerships that allow them to tap into the resources 
of experts in the field.   
 
 

Consider BNP Paribas, a bank, who entered an 
agreement with Mistral to help introduce LLM tools 
into the strictly regulated financial domain, or Gov-
Tech Campus Deutschland, a nonprofit, collaborat-
ing with tech partners to build AI platforms in the 
state of Baden-Württemberg.

A Three-Step Plan for Digital Sovereignty
The OpenAI preservation order of May 2025 
demonstrates that digital sovereignty concerns are 
not theoretical – they represent immediate busi-
ness risks that European firms can no longer afford 
to ignore. Forward-thinking organisations should 
adopt a three-step plan.  
 
Start with low-risk pilots that deliver immediate 
value. Build expertise through broader experimen-
tation. Finally, turn local AI into competitive advan-
tage

Pilot projects should focus on proven tools and 
uncontroversial problems. Automated meeting as-
sistance, for example, requires €5,000 in hardware 
while delivering immediate productivity gains. Tools 
such as whisper.cpp allow voice-to-text transcrip-
tion of the proceedings. A local LLM can consume 
the transcribed minutes and, on the fly, turn them 
into summaries, extract action items, and draft 
agendas for future appointments. All the process-
ing happens in the space the meeting takes place 
in; no data leave the physical room.

 
 
 
 
 
 

Success opens doors to bigger challenges. Think 
about problems LLMs have shown to excel at, 
such as document summarisation and identifying 
semantic similarity. Consider methods such as 
retrieval-augmented generation, that allow your 
LLM to pull relevant information from other sourc-
es, e.g. your corporate wiki, proprietary technical 
documentation, or CRM system. Use those capa-
bilities to build automated pipelines for processing 
incoming correspondence and documentation for 
archiving and search purposes. Consider how an 
LLM could accelerate responses to RFPs, taking 
advantage of your existing database of bids and 
tenders, all the while keeping the sensitive data 
in-house. Encourage your teams experiment with 
various models and quantisation levels.

Proven technology becomes strategic leverage. 
At this stage, your teams should feel confident to 
reach for the cutting-edge tools. That allows your 
organisation to take on more ambitious challenges 
and use LLMs to unlock decades of institutional 
knowledge. An air-gapped due diligence AI tool will 
help you navigate the risks of M&As or regulatory 
filing preparations, while keeping the documen-
tation in your secure infrastructure. Introduce an 
onboarding assistant that helps new software de-
velopers navigate the complex history and architec-
ture of your enterprise software portfolio. Deploy 
a local LLM fine-tuned on GDPR, DORA, NIS-2, 
and internal compliance documentation in order 
to proactively address regulatory requirements 
without exposing sensitive information to external 
providers.

Conclusion: Beyond Compliance 
Move decisively: weeks for pilots, months for ex-
pansion, quarters for transformation. Encourage 
early mistakes – they teach valuable lessons about 
model performance and organisational readiness. 
Increase your maturity and stability expectations 
as the transformation progresses. Conclude each 
step with a review of data governance implica-
tions and ROI metrics, e.g. time saved on meeting 
administration, manual document processing, and 
onboarding new employees. In an era where data 
determine competitive advantage, organisations 
that master local AI deployment go beyond regula-
tory compliance – they take control of their digital 
future.

Jan Stępień
INNOQ
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Europe possesses enormous public datasets, yet their economic 
and societal value has consistently fallen short of expectations. The 
causes are fragmented data portals, incompatible interfaces, and 
increasing dependencies on non-European platforms – all factors 
that hinder genuine innovation.

In parallel, new data spaces are emerging in industry, for example within the frame-
work of Gaia-X, Catena-X, or the International Data Spaces (IDS) reference model. 
Unlike traditional open data portals, these data spaces enable secure, structured, 
and cross-industry exchange of sensitive information – based on standardized  
contracts, identity, and access mechanisms. Each participant retains control over 
their data while creating a trustworthy ecosystem for collaborative value creation.

As a result, two extensive but largely separate data worlds exist today:

1. freely available open data holdings from the public sector
2. domain-specific industry data spaces with high granularity and clear semantic 

standards

Both areas contain vast knowledge – yet as long as there is no connecting, easily 
usable bridge, this potential remains untapped. In this article, you will learn how 
artificial intelligence (AI) and the Model Context Protocol (MCP) together pave the 
way from open data to open knowledge – and how you as a decision-maker can  
advance seamless networking of public and industrial datasets without endanger-
ing your company’s digital sovereignty.

From Data Graveyards to 
Knowledge Landscapes
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Open Data from Industry: Data Spaces 
While open data portals primarily target the general public, so-called data spaces emerged 
in industry – especially since 2015 with the International Data Spaces (IDS) initiative by the 
Fraunhofer Institute. Their goal is to enable a trustworthy, decentralized data marketplace 
where companies can exchange sensitive information without losing sovereignty over this 
data. Projects like Gaia-X or its industry-specific implementations (Catena-X for the auto-
motive industry, Manufacturing-X for production, Agricultural Data Space, etc.) build on this 
concept.

Core characteristics of a data space:

• Sovereignty: Each party retains complete control over access rights, usage purposes, and 
processing rules (so-called Data Usage Policies).

•  Federation instead of central storage: Data remains physically with the originating  
company; only defined segments are exchanged via standardized connectors.

•  Semantic interoperability: Common ontologies, such as the Asset Administration Shell 
(AAS) as a digital twin wrapper, ensure that data is described in a machine-understandable 
way.

•  Trust anchors: Identity and certification services verify participants, allowing even busi-
ness-critical or confidential data to be shared securely.

This enables digital twins to be built along the entire value chain – from raw material procure-
ment to recycling – providing real-time information about the condition, usage, and carbon 
footprint of a product. Machine suppliers, logistics service providers, suppliers, and operators 
thus receive a common but finely granulated situational picture without having to disclose 
their proprietary databases.

Data spaces thus complement the public open data ecosystem with high-resolution,  
domain-specific knowledge treasures. When both worlds are connected and made easily 
accessible for AI systems like large language models, a solid foundation for truly data-driven 
innovations emerges – from preventive maintenance via resilient supply chains to sustainable 
product cycles.

The Paradox of the European Open Data Strategy 
Open data stands for the principle of providing administrative and research data openly, 
machine-readable, and without legal or technical access barriers. This concept is by no means 
new: as early as 2003, the PSI Directive (Public Sector Information) committed EU member 
states to make publicly funded data as accessible as possible. In 2019, the framework was 
strengthened again with the Open Data Directive – with the goal of boosting innovation, 
transparency, and economic growth. As a result, authorities provide a wide variety of datasets, 
from geodata and weather information to budget figures and traffic data – with the aspira-
tion of enabling new services and insights from them.

However, reality looks different: there is a significant gap between aspiration and  
actual added value.

“Open data is abundant, but its societal impact remains marginal.”

Despite considerable investment, only a fraction of this potential is being exploited. In Germa-
ny, for example, there are over 500 open data portals – yet each works with its own metadata 
structures, formats, and interfaces. For developers, this means: complex integration, incon-
sistent formats, and poorly understandable documentation make usage difficult. On average, 
a portal counts fewer than 100 accesses per month, some datasets are virtually never used. 
Since 2010, over 250 million euros have been invested in such infrastructures, yet fewer than 
five percent of the provided data finds productive use.

The result: expensive isolated solutions emerge, unnecessary duplication of work, and frus-
tration among all stakeholders. Additionally, dependency on global cloud providers grows – 
particularly for analysis, hosting, or processing services. This, in turn, contradicts the goal of 
strengthening Europe’s digital sovereignty.

In the following sections, this article explains how modern technologies like artificial intelli-
gence (AI) and the Model Context Protocol (MCP) can help overcome these blockages and 
bring the vision of open knowledge within reach.

Open Data & Data Spaces: 
Data Accessible, but Without 
Benefit
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Digital Sovereignty:  
More Than Server Locations

From Open Data and Data 
Spaces to a Federated  
Knowledge Architecture

Digital sovereignty means control over data, infra-
structure, and value creation. Three misconceptions 
stand in the way of genuine sovereignty:

1. Infrastructure fixation – servers in Frankfurt ≠ 
sovereignty when the algorithm comes from 
California.

2. Portal centralism – one portal for everything 
fails due to federal reality and data sovereignty.

3. Download culture – open CSV files are not  
user-centric services.

Only when data is contextualized, accessible, and 
processable does value emerge. Wouldn’t it be 
easier to transfer the open data portals into data 
spaces?

Data space architectures – whether Gaia-X, Cate-
na-X, Manufacturing-X, or the cross-sectional IDS 
reference – promise the holy grail of data sover-
eignty. Technically, they deliver:

• federated connectors that enforce fine-grained 
usage rules,

•  identity services that authenticate and certify 
partners,

•  policy languages with which “use yes, pass on 
no” can be expressed in machine-readable form,

•  domain-specific semantic models (e.g., Asset 
Administration Shell) that enable unambiguous 
interpretation.

Thus, the question “Who may see which data under 
which conditions?” is now well answered. However, 
the much more important question remains open: 
“And for what purpose?”

• Utility gap: In many pilot projects, the added val-
ue ends with “being able to provide.” Data may 
move sovereignly from connector A to connector 
B, but hardly anyone incorporates it into produc-
tive applications like predictive maintenance or 
CO₂ accounting. The result is a veritable “emp-
ty-shelves effect”: elaborately sorted shelves, 
but hardly any marketable products.

•  Semantic fragmentation: Although standards 
exist, each industry – often each consortium 
– models additional classes and properties. A 
seemingly simple term like “batch” can mean 
different things in chemistry, food production, 
or pharmaceuticals. Integration therefore still 
costs manual mapping efforts.

•  Missing “last-mile services”: Data spaces specify 
transport and governance, but not searchability, 
visualization, or decision support. Without these 
services, the data stream remains abstract – 
comparable to highways without exits.

In short: Data spaces lay a secure pipeline, but the 
water still needs to be refined into drinking water. 
When AI-based services like LLMs and lightweight 
protocols like MCP make data automatically dis-
coverable, semantically harmonized, and translat-
able into natural language, the “sovereignty-value 
creation gap” closes. Then genuinely usable knowl-
edge emerges from sovereignly shared raw data 
– from supply chain resilience via digital twins to 
circular economy.

This section describes a concrete use case that 
shows how, through the combination of open data 
and data spaces using AI and MCP, a sovereign 
architectural pattern – the Federated Knowledge 
Architecture (FKA) – can emerge that creates gen-
uine added value. Using the example of the planned 
construction of a manufacturing hall, it illustrates 
how this architectural pattern bridges open and 
domain-specific data spaces, enabling innovative 
knowledge landscapes.

Federated Knowledge Architecture  
and System
Federated Knowledge Architecture (FKA) refers to 
an architectural pattern in which distributed knowl-
edge and data services are federated via MCP. It 
connects open data sources and domain-specific 
data spaces into a sovereign knowledge layer for 
AI-supported analysis – with clear governance and 
without central data storage.

The Federated Knowledge System (FKS) is the con-
crete implementation of the FKA in an organization 
or ecosystem – including MCP servers, LLM orches-
tration, and domain adapters.

The Federated Knowledge Architecture (FKA) 
connects open data sources and domain-specific 
data spaces via MCP into a sovereign knowledge 
layer: data becomes discoverable, semantically 
harmonized, and usable in natural language – with-
out central data storage. Two typical application 
scenarios show the immediate benefit:

Example 1 – Building permit process
The FKA identifies relevant regulations (e.g., drink-
ing water/flood protection, nature conservation, 
development planning), incorporates industry-spe-
cific data spaces (e.g., building materials, CO₂ pro-
files), and combines everything into a consistent, 
comprehensible recommendation. Checklists, de-
sign justifications, and forms are pre-filled; sources 
and assumptions are documented transparently. 
Result: Fewer coordination loops, faster, auditable 
documents – repeatable and auditable.

Example  2 – CO₂ footprint of an existing 
building
Existing documents such as delivery notes and 
craftsmen invoices, utility costs and maintenance 
bills, meter/operational data, and the building file 
are extracted and normalized via MCP adapters. 
Open data (e.g., electricity mix, emission factors) 
and data space information (e.g., EPDs, product 
CO₂) fill gaps. The FKA derives the operational and 
“embodied” CO₂ share, identifies uncertainties, and 
prioritizes measures (renovation variants, oper-
ation/load management, funding options) with 
estimated impact.

Both scenarios run over the same architecture: lo-
cal or EU-compliant LLMs orchestrate the available 
data sources via MCP, justify derivations, and keep 
results consistent – without legacy migration, with 
clear governance and maximum data sovereignty.
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The First Steps to Federated Knowledge 
Architecture 
 
The described example shows how the various 
systems work together. The more MCP servers 
are available, the more comprehensive the an-
swers become. This starts with summarizing and 
recommending measures, extends to filling out 
applications, and even controlling certain systems 
and devices is possible. The potential of such an 
architectural pattern is immense for creating new 
innovations from existing data. But how can such a 
system be realized?

3. Promotion of local AI integration: By using  
sovereign data sources, local LLMs can s 
pecifically supplement and contextualize missing  
information. This promotes resilient and  
future-proof AI applications.

4.  Long-term investment: Companies, startups, and 
public institutions should focus on sustainable 
development of such architectural patterns to 
ensure continuous economic and societal benefit.

 

Final thought: 
It is up to Europe’s stakeholders to take the next 
step. From data collection to knowledge creation: 
This paradigm shift means not only technical-or-
ganizational but also strategic rethinking. Those 
who convert data into value through collaborative 
networks and innovative AI services pave the way 
to a genuine knowledge society. Digital sovereignty 
becomes not just an accompanying aspect, but the 
core of a new era of data-driven innovation.

Step 1  
Establish basic architecture

Step 2  
Build MCP servers

Step 3  
Select LLM

Step 4  
Find data silos and get started

• Quick start: Chat client with 
integrated or own MCP client 
and LLM for rapid prototyping 
(prompts + initial use cases). 

•  Maturity level: UI/API with 
structured inputs for more 
complex domain workflows. 

•  Focus: Align architecture  
with functional context  
(domain-specific rather  
than “do everything”).

• Connect existing APIs/DBs 
(OpenAPI adapters, DB  
connectors, community  
integrations). 

•  Thin start: MCP initially  
primarily mediates between 
LLM and data silo; logic lies  
in the prompt. 

•  Iteratively expand: Deepen 
MCP features according to use 
case needs.

• Operating model: Local (sov-
ereignty/independence, hard-
ware requirements) vs. “as a 
service” (speed/costs in POC). 

•  Compliance: Consider EU-com-
pliant providers; pay attention 
to data sensitivity and purpose 
limitation. 

•  Exchangeability: Integrate 
models via abstract interfaces 
(avoid vendor lock-in). 

•  Open weights: Models like gpt-
oss 120b/20b (Apache 2.0) 
make local operation more at-
tractive; governance (prompt 
logging, evaluation, security) 
remains mandatory.

• Choose starting point: Use ex-
isting big data/open data/data 
space sources.

•  Quick wins: Prioritize one con-
crete use case, show measura-
ble added value.

•  Think operationally: Establish 
logging, evaluation, policies/
compliance, and monitoring 
early.

Conclusion and Recommendations for Action
The discussion about open data and semantic interoperability culminates in a clear 
appeal: data must no longer be merely collected and provided; it must be strategi-
cally deployed to drive innovation. The vision of a Federated Knowledge Architec-
ture, based on the Model Context Protocol (MCP) and the intelligent linking of open 
data with domain-specific industry data spaces, is pioneering in this regard.

Paradigm shift toward targeted data utilization: Instead of merely publishing data, 
open interfaces should be created that promote their semantic integration and 
AI-supported utilizability. The implementation of lightweight MCP servers enables 
rapid prototyping and supports connection to existing APIs and data sources.

Recommendations:
1. Technological anchoring: Initiatives for introducing MCP-based solutions should 

be accelerated to efficiently link data spaces across organizational and sectoral 
boundaries.

2.  Focus on digital sovereignty: MCP and local LLMs (like Mistral or LLaMA) 
strengthen control over data since no external analysis architectures are needed. 
Sensitive data remains under own control, which increases security and trust.

 

Philipp Beyerlein 
INNOQ
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How implementation teams can escape the we-are-not-Google  
trap and collectively take responsibility for European solutions  
to European problems.

This article applies the concept of “digital sovereignty” to implementation teams 
as networks of people with their own individual skills, desires, needs, and visions. 
Starting from the premise that the foundation for technical and organizational 
sovereignty of complex systems lies in the capabilities of the people who build these 
systems, the article analyzes the characteristics of effective implementation teams 
and key levers that organizations can use to become more sovereign at the opera-
tional level. How do we, as individuals and teams in the European digital industry, 
overcome the feeling that we’re always just chasing Google, Meta, and others, and 
how do we empower ourselves to find our own solutions to our own problems in line 
with European values?

Digital Sovereignty as 
Self-Understanding
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We are not Google. 
We are not Google. This phrase is ubiquitous in IT. 
When discussing digital sovereignty, it should give 
us pause, because it can express a self-understand-
ing that has nothing to do with sovereignty. Let’s 
be clear: it’s right to realistically assess a software’s 
user base and importance. Internal construction 
software for a mid-sized German company has 
different scalability and throughput requirements 
than Google – granted. But there’s often something 
else lurking beneath the surface. We are not Goog-
le. Self-doubt. Envy. The Americans are light-years 
ahead in software technology; we’ll never catch up. 
Silicon Valley has more resources, technical talent, 
and power concentrated there than we in old-fash-
ioned Europe could ever assemble. This feeling that 
we’re playing in the minor leagues while others 
build the “real” software (and make fortunes doing 
it) that we use daily and, frankly, couldn’t live with-
out: Windows/macOS/iOS, Microsoft 365, Google 
Workspace, AWS, ChatGPT/Claude... what’s next? 
The eager anticipation when Apple’s CEO takes the 
stage before the world press in California... almost 
like Christmas! But why not in Berlin? In Paris? 
London? Why is it always “the Americans” driving 
innovation forward?

There’s Plenty to Do
Don’t misunderstand: this isn’t a plea to “build the 
next Facebook” in Europe. Our framework condi-
tions are different. Sovereignty relates to responsi-
bility for us, in the quite traditional sense; and per-
haps digital capitalism isn’t really our thing anyway. 
But that doesn’t mean there’s nothing to do here. 
Could GenAI, for example, make the thoroughly Eu-
ropean maze of regulations and laws navigable for 
ordinary mortals? Everyone’s frantically searching 
for use cases for this technology right now. Here’s 
one – mind you, for the coming European AI, which 
will have exactly the same massive energy appetite 
as its American and Chinese counterparts. How to 
satisfy and ideally contain that appetite, prefera-
bly without building a nuclear plant next to every 
data center... unresolved. And then (forgive me) 
the uncomfortable truth: somewhere in the world, 
human-caused climate change was voted out of 
office last November. But temperatures are still 
rising, and solutions – including digital ones – are 
needed. Green IT, anyone?

The list goes on – the point is: if we extract digital 
sovereignty from the context of a threatening geo-
political “turning point” from which its necessity is 
usually derived in German discourse, we can under-
stand it more positively, more constructively. Then 
the alarm bells in our heads don’t constantly dis-
tract us, and we don’t act reactively but, precisely, 
sovereignly. Understood this way, digital sovereign-
ty is the intellectual and organizational capacity to 
digitally solve complex problems ourselves. 

Yes, this includes the ability to develop European al-
ternatives to Google, AWS, and Microsoft 365. But 
above all, it’s the ability to tackle challenges of any 
kind – the ones mentioned above are just examples. 
Having the courage to do this is a strategic deci-
sion, but that alone doesn’t change the world. The 
best idea is worthless if it’s not implemented at the 
right time with appropriate resources.  
 

One thing is certain: for this to succeed, the we-
are-not-Google mindset must disappear – at all 
levels, but especially among implementation teams. 
Let’s examine what characterizes sovereign de-
velopment teams and what levers we can use to 
promote sovereignty at the operational level.26

The Sovereign Team
We’ll approach this from the outside: a team of 
computer scientists and domain experts develops 
software for an organization that wants to be  
digitally sovereign. Our team wants to support  
this goal. How can we assess whether they’re  
succeeding?

The Goal-Oriented Perspective
Since we initially assume we don’t know the team’s 
internal processes, we can only examine the results. 
Reflexively, we turn to the standard metrics of 
effectiveness and efficiency: a team that delivers 
exactly what’s needed is effective. If it doesn’t con-
sume more resources than necessary, it’s efficient. 
These are qualities we’d colloquially describe as 
expressions of sovereignty. They’re qualities that 
help the organization achieve its goals and assess 
the feasibility and resource requirements of future 
objectives. This organization will miscalculate less 
often than others. Its software quality will provide 
competitive advantage. Its teams can find ade-
quate solutions to problems and implement them – 
without external support, or with external support 
to an appropriate degree. All of this contributes to 
people in the organization experiencing themselves 
as sovereign and qualifies the organization as dig-
itally sovereign in the constructive sense proposed 
above.

Effectiveness and efficiency appeal to managers 
because they’re measurable (efficiency) and decid-
able (effectiveness) – but only in hindsight. Start-
ing from the result, I can judge whether the path 
was good. I can examine metrics and say “yes, we’ll 
do it that way again” or “no, that didn’t work.”  

I can start measuring along the way, bring in 
benchmarks, and try steering and course-correct-
ing. But the uncomfortable truth is: metrics will do 
little to accelerate my team. Nobody likes being 
measured, judged, and pushed in a direction.  
Besides, numbers and charts have limited impact 
on intrinsic motivation – if any at all.

Effectiveness
Let’s assume our team actually acts sovereignly. 
We look at the result and find it was both effec-
tive and efficient. What characteristics does the 
team probably have? We’re looking for qualities 
more elusive than what metrics can capture. Freely 
associated and unordered: energy – learning ability 
and resilience – commitment – expertise – technical 
competence – discipline – good team dynamics – 
decisiveness and decision-making ability – product 
identification – patience... The set isn’t sharply 
bounded or complete: many hard-to-measure  
qualities that we’ll summarize with the energetic 
word effectiveness. Effective people and teams will 
very likely prove sovereign. An effective team can 
deliver – quickly and precisely, and not just once. 
An effective team wants to deliver. And it probably 
does so more convincingly each time.

The problem is that I can’t organize effectiveness 
into existence. There simply aren’t three golden 
rules of team building that will transform my devel-
opers into a dream team overnight. Effectiveness 
eludes precise definition, and thus any repeatable 
strategy for creating it – and that’s a good thing. 
These are people developing our software: com-
plex, complicated beings with individual strengths, 
weaknesses, desires, and visions. Not to mention 
the team itself, this fragile social system about 
which no one can predict with certainty what  
dynamics will develop.
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Team effectiveness presupposes individual ef-
fectiveness. Individual effectiveness presupposes 
task-specific expertise – and individual maturity: I 
must have learned to direct and deploy my energy 
in measured doses. I must have experienced how 
empowering it is to take responsibility, and how 
satisfying to contribute to something greater. I’ve 
probably understood that neither free snacks nor 
in-house baristas are sufficient criteria for a good 
work environment. Maybe at the end of the day, it’s 
even more important to me to roll up my sleeves 
and create something than to feel comfortable... 
Clearly, we can’t just manufacture such people. 
We also can’t list all this under job requirements: 
“You’re passionate about XY” just feels cringewor-
thy; and if we start demanding proof of life experi-
ence or therapy hours, first HR will object, then the 
data protection officer.

In summary: we want effective teams because 
they’re probably effective and efficient – i.e., sover-
eign. Effectiveness emerges and operates at a level 
that eludes external assessment and managerial 
manipulation. But we’re not powerless: effective-
ness is an expression of the unhindered interplay 
of various healthy, fundamentally human qualities. 
Being effective simply feels good, and given inspira-
tion and opportunity, I’ll probably develop into  
a more effective person over time. What conditions 
are favorable for this? How can we give our devel-
opers and teams the opportunity to become more 
sovereign from within?

Levers and Pitfalls
Let me randomly select observations from our daily 
project work that fit this context. They can sharpen 
awareness of conditions that make development 
teams more effective in the medium term – or not. 
Many are things “everyone knows” – but that too 
often fall by the wayside because they’re consid-
ered soft and difficult to influence.

Keep It Simple, Stupid
Every developer who’s had to read through a large, 
unknown codebase will confirm: KISS is fundamen-
tally sound. At the organizational level, the concept 
is applied less frequently. Yet the advantages are 
obvious: the simpler organizational structures and 
processes are, the less indirection and friction loss 
occurs. The less time teams spend understanding 
unnecessarily complicated structures or building 
them themselves, the more time remains for actual 
work. Note: this isn’t a call for anarchy. Division of 
labor must be organized – but every team is dif-
ferent, and the basic assumption should be that a 
group of adults with a clear goal can organize itself 
ad hoc based on a few established principles. If I 
show this trust to a team, it will develop awareness 
of autonomy and decision-making power over its 
own processes – a basic prerequisite for energetic 
action and decisiveness.

No Fear of Hierarchies
This also isn’t a plea to abolish hierarchies. Flat 
hierarchies are probably good because they’re more 
efficient than long chains of command. No hier-
archies – that ends in chaos. Where things must 
function despite adverse circumstances and limited 
resources, there are hierarchies.27 The difficulties 
with hierarchies don’t lie in decisions being made 
elsewhere. Problems arise when: (a) decisions take 
too long traveling up and down the chain of com-
mand, (b) teams don’t understand or can’t iden-
tify with goals postulated two or three levels up, 
and (c) the aftertaste of subordination and power 
imbalance is too strong, eroding any feeling of 
personal sovereignty. But if we understand hierar-
chies horizontally rather than vertically (“those up 
there”), then it’s not about pecking orders but clear 
task allocation: This decision is made by X because 
they’re well-suited due to expertise and have time 
to keep the organizational context in view. If the 
decision affects units outside the immediate envi-
ronment, I bring in Y, who sees things from great-
er distance with a wider field of view. Long story 
short: hierarchies have a worse reputation than 
they deserve, as long as they’re not burdened by 
extraneous, unhealthy dynamics.

Meaningful Goals  
with Identification Potential
The wisdom isn’t new: to get many intelligent 
people running in the same direction, you must give 
them a reason. You must formulate clear goals, 
and these goals must awaken intrinsic motivation. 
Many smart people have tackled this alignment 
challenge within large organizations – precisely 
because it often remains difficult. Anyone who’s 
worked extensively with software engineers (or 
other complex engineering roles) knows these 
people often have deep substantive interest in their 
work, and that the tasks themselves often matter 
more than financial success.  
 
 

If building high-quality, sustainable software that 
does meaningful things for people has value in an 
organization, that organization will find it relatively 
easy to get teams to identify with their tasks and 
products. Conversely, a corporate culture where 
revenue is paramount, and where corresponding 
metrics and charts are the central steering mecha-
nism, tends to foster inner distance from one’s own 
actions among the creative and conceptual workers 
at the implementation level.

Demanding Performance  
When It Makes Sense
The beautiful thing is: when teams identify with 
their goals, performance can indeed be demand-
ed, even beyond usual measures. Most software 
developers have experienced the all-nighter when 
a feature simply must ship, or when an unforeseen 
problem delays production release. With genuine 
identification with one’s work, such things are ab-
solutely possible. The point is: it feels good – given 
sufficient recovery phases – to push beyond your 
limits to achieve something you previously thought 
impossible. The more comprehensively I can pour 
creative energy into the task, the better, even if 
inertia and complacency tell me beforehand: don’t 
strain yourself. Effectiveness also means desire to 
create. It goes without saying that no one should 
be tempted to burn out a team. Regular overload 
phases are destructive and indicate deficits in plan-
ning or process that must be addressed.
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Scarcity as Incentive
The abundance of financial resources in IT remains 
enormous compared to many other industries. Our 
profession can therefore be very comfortable. Do 
our high salaries make us more productive? There’s 
a great quote from Leonard Bernstein: “To achieve 
something great, you need two things: a good idea, 
and not enough time.” Resources are always limit-
ed – but provided what I want to do is really “great” 
(or in our context: meaningful and worth striving 
for), awareness that “it’s getting tight” can pro-
duce tremendous energy. So when time is pressing, 
it’s important to carry this awareness down to the 
teams – but please with justification! “We’re really 
stressed because X has to answer to Y at the steer-
ing committee at quarter’s end” – well, let’s hope 
the team members like X...

Decisiveness
Software development is a sequence of techni-
cal and professional decisions, interspersed with 
phases where decisions are implemented, tested, 
adjusted, or discarded. If decisions take too long 
or are regularly delegated upward, something’s 
wrong. Two possible causes are: (a) vertically 
understood hierarchies (i.e., power imbalances) 
combined with distrust that management won’t 
support decisions, and (b) lack of trust among 
team members, leading to too many people want-
ing involvement in decision-making. The former, if 
chronic, probably can’t be solved without external 
support. For the latter, it helps to create awareness 
that dividing responsibility areas (not just tasks) 
makes a team more efficient long-term and isn’t a 
sign of distrust in individual abilities. The core idea 
of “we do this together” isn’t “we occupy ten brains 
with problems that two would handle,” but “we 
coordinate ten brains so their solutions to seven 
different problems mesh well together.”

 
 
 

Investing in Minds
Finally, an appeal close to our hearts at INNOQ, 
which serves as the quintessence of these consid-
erations: a digitally sovereign company’s greatest 
asset is its employees. Investing in their intelli-
gence, professional and technical competence, 
problem-solving abilities and willingness to learn, 
familiarity with modern tools, but also their per-
sonal growth, enthusiasm, and resilience pays off 
long-term. Teams that learn together and get the 
means to actually grow from current challenges 
will handle upcoming challenges better, and subse-
quent ones even better, and so on. I want to know 
that the company to which I dedicate a large part 
of my lifetime doesn’t just rent my labor but enters 
into a long-term partnership with me. I want this 
company to have an interest in me strengthening 
my abilities and gaining new ones – to our mutual 
benefit! Then “I work for you and you pay me” be-
comes real give and take, and I gradually make the 
company’s goals my own. If a digital organization 
succeeds in developing such dynamics with as many 
people as possible, then the increasingly effective 
interaction of individuals contributes significantly 
to the organization’s constructively understood dig-
ital sovereignty.

Conclusion 
Digital sovereignty isn’t synonymous with technological independence. The 
latter is rather a natural side effect of sovereignty in the constructive sense – 
high intellectual and organizational problem-solving capacity. Anyone wanting 
to promote this must start with the people and teams doing the actual work. 
Individual and collective effectiveness as an undefinable but evocative charac-
teristic of sovereign teams cannot be directly controlled but can be promoted 
long-term through advantageous conditions. How exactly? That’s impossible 
to say without precise knowledge of the people and organizational specifics. 
Questions to start with:

•  What kind of trust would I like to receive myself? 

•  Which processes and organizational structures  
are more complicated than necessary for us? 

•  Which metrics do I really need? 

•  What’s important to me, how does that align with my organization’s values, 
and how can we work together to ensure these values are crystal clear and 
immediately comprehensible?

Florian Kretlow
INNOQ

26 The following observations apply to any creative and conceptually working teams. We limit ourselves here to the software  
development domain due to our own familiarity and in the interest of concreteness.

27 In the military context, no one would think of assigning decisions that must be made within minutes, perhaps seconds,  
to a committee. And the Berlin Philharmonic, a team of world-class highly specialized craftsmen, don’t decide democratically how to 
play Brahms’s Fourth. Why? Because they know they would burn infinite time in discussions for a mediocre result: time that doesn’t 
exist in the culture industry, quite simply because there’s no money.
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